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VST Plug-Ins Formal issues

What is a VST Plug-in?

In the widest possible sense a VST-Plug-in is an audio process. A VST Plug-in is not an

application. It needs a host application that handles the audio streams and makes use of the process
the VST plug-in supplies.

Generally speaking, it can take a stream of audio data, apply a process to the audio and send the
result back the host application. A VST Plug-in performs its process normally using the processor
of the computer, it does not necessarily need dedicated digital signal processors. The audio stream
is broken down into a series of blocks. The host supplies the blocks in sequence. The host and its
current environment control the block-size. The VST Plug-in maintains all parameters & statuses
that refer to the running process: The host does not maintain any information about what the plug-in
did with the last block of data it processed.

From the host application’s point of view, a VST Plug-In is a black box with an arbitrary number of
inputs, outputs, and associated parameters. The Host needs no knowledge of the plug-in process to
be able to use it.

The plug-in process can use whatever parameters it wishes, internally to the process, but it can
choose to allow the changes to user parameters to be automated by the host, if the host application
wishes to do so.

The source code of a VST plug-in is platform independent, but the delivery system depends on the
platform architecture.

On the Windows platform, a VST plug-in is a multi-threaded DLL (Dynamic Link Library).
On Apple Macintosh, it's a raw Code resource. Note that the plug's name as seen by the User is
the resource name (not the file name). A folder labeled 'VstPlugins' is searched for plugs, this

should preferably be installed in the System Folder. Applications should additionally search the
application folder.

On BeOS, a VST plug-in is a Library.

On SGI (MOTIF), a VSTplug-in is a Libray.

Processing Options
Audio processing in the plug is accomplished by one of 2 methods, namely process(), and
processReplacing(). The first one must be provided, while the second one is optional (but it is



highly recommended to always implement both methods). While process() takes input data, applies
its pocessing algorithm, and then adds the result to the output (accumulating), processReplacing()
overwrites the output buffer. The host provides both input and output buffers for either process
method.

The reasoning behind the accumulating version (process()) is that it is much more efficient in the
case where many processors operate on the same output (aux-send bus), while for simple chained
connection schemes (inserts), the replacing method is more efficient.

All parameters - the user parameters, acting directly or indirectly on that data, as automated by the
host, are 32 bit floating-point numbers. They must always range from 0.0 to 1.0 inclusive,
regardless of their internal or external representation.

Audio data processed by VST Pug-ins are 32 bit floating-point numbers. They must always range
from -1.0 to +1.0 inclusive.

Plug-in implementation

If you want to develop a VST plug-in, you may prefer to go straight to the code examples now.
These are very simple examples in which you will learn most of the important basic concepts just
by reading a few lines of code.

As a plug-in developer you actually need to know very little about hosting a plug-in. You should
concentrate on the AudioEffect and AudioEffectX base classes.

AudioEffect is the base class, which represents VST 1.0 plugs-ins, and has its declarations in
audioeffect.npp and the implementation audioeffect.cpp You will also need to be aware of the
structure definitions imeffect.h

The filesaeffectx.h(more structurespudioeffectx.h andaudioeffectx.cppare similar to the ones
above, and extend them to the version 2.0 specification.

X marks the Spot

The files relating to the 2.0 spec have their counterparts in the original 1.0 specification. The
original files are expanded upon by versions representing the 2.0 specification. Basically the new
classes & files all have a 1.0 predecessor — but the new ones have an X in the name.

aeffectx.hincludesaeffect.h

audioeffectx.hincludesaudioeffect.hpg and

audioeffectx.cppextends the implementation audioeffect.cppthrough the

AudioEffectX class, which inherits frorAudioEffect and thus is compatible to the 1.0 specs.



Don’t Edit. Inherit

Never edit any of these files. Never ever. The host application relies on them being used as they are
provided. Anything can be added or changed by overriding in your private classes derived from
AudioEffectX.

User Interfaces

All user-interface issues are entirely separated from the audio processing issues. At its simplest

there is an option where you can avoid providing a user interface at all. In this case the host

requests character strings from the plug-in representing each of the parameters. The host can use the
separate ASCII strings for the value, the label, and the units of the parameters to construct its own
user interface. This is how the simple code-examples, AGain & ADelay, work. This is also often a
good way to develop a VST plug-in, it offers a very short development cycle to start to test the
algorithm. The proper interface can come later.

The next user interface level is provided when the plug-in defines its own editor. This allows
practically any user interface to be defined. A negative aspect is that then you can quickly land up
in platform specifics when dealing with the nuts an bolts of the interface issues, even though the
audio process, the concepts and methodology remain platform independent. The ADelayEdit
example project works through the generic issues and then deals with the platform specifics for
both Windows and the Macintosh operating systems.

The final option is to use the new portable framework for creating sophisticated user interfaces.
This framework takes the form of the VSTGUI Library files that are available for all supported

VST platforms. Apart from converting a few pictures from one resource format to another, for
which there are tools available, and setting up the initial project files, writing a VST 2.0 Plug-in can
really be completely cross-platform. VSTGUI Library files and their usage is completely described
in the HMTL files that accompany this SDK. After reading about the underlying issues in this
document and associated code examples, the VSTGUI comes very highly recommended.
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Basic Programming Examples
A simple gain-change plug-in.

You may ask why we are diving right into a programming example. Well the answer is clear,
creating a VST plug-in is easy and we don’'t want to cloud the issue. If the SDK is standing in the
way of understanding something relatively uncomplicated, then something has gone wrong.

This example is very simple and the resulting plug-in does not really do anything interesting, but it
does show the how uncomplicated creating a VST plug-in can be. The example source files can be
found in the accompanying ‘examples’ folder along with project files for the various platforms.

Please note that when you start experimenting with these examples we have marked the places
where you should make your changes if these examples were to be used as templates for your own
plug-ins.

Before getting our programming feet wet, maybe we should cover just a couple of background points 1
will help with understanding the following code fragments

» The core of your VST plug-in code, and this ‘AGain’ example too, is built around a C++ class
derived from a Steinberg supplied base class calléatfectX

*» The constructor of your class is passed a parameter of theutijgdasterCallback . The
actual mechanism in which your class gets constructed is not important right now, but effegtively
your class is constructed by the hosting application, and the host passes an object of type
audioMasterCallback that handles the interaction with the plug-in. You pass this on to the base
class’s constructor and then can forget about it.

* A few flags, and identifiers must be set and you declare your class’s input & output
requirements at construction time.

* Finally your class gets to over-ride both of two possible member functions that actually dg the
work. These are repeatedly called by the host application, each time with a new block of data.
These member functions have only three parameters: a pointer to the data, a pointer to where you
can write modified data to, and how big the block is.




Example Code : AGain

Basic Source Files Required
AGain.cpp

AGain.hpp

AGainMain.cpp

#indude "AGainhpp"

/.
14

AGain:AGain(audioMasterCalback  audioMaster)

: AudioEflectX(audioMaster, 1, 1) /1 program, 1 parameter

{
fGain = 1 /) defautt 00 B
setNuminputs(2);  / stereo n
setNumOutputs2),  / stereo out
setUniquelD(Gain);  / identify
canMono(); /) makes sense tofeed

canProcessReplacing(); / supports
strepy(programName, "Default’); / default program

}
AGain:~AGain()

I nathing todo here
}

vod  AGain:setProgramName(char *name)
{

strepy(programName, name);
}
vod  AGain:getProgramName(char *name)
{
strepy(name, programName);
}
vod AGa  in:setParameter(iong index, float value)
{
fGain =value;

}

float  AGain:getParameterong index)
{

retum fGain;
}

vod  AGain:getParameterName(long index, char *abel)
{

(you must change this for  ather plugs)
bath inputs with the same  signal
bath  accumulating and replacing output

name
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vod  AGain:getParameterDisplay(long index, char *text)
dB2string(fGain, text),
}
vod  AGain:getParameterLabel(ong index, char *abel)
{
strepy(label, " dB 7,
}

/.
14

I process —where the actionis..

vod  AGain:process(fioat *inputs, float *outputs, long sampleFrames)
{

foat *inl = inputs{O];

foat %2 = inputs{1];

fioat *outl = outputs[O];

float *out2 = outputs{1];

whie(~sampleFrames >=0)
{
(outl+) += (inl+) *gain, / accumulating
} (ouH) += (in2+) * gain;
}

vod  AGain:processReplacing(float *inputs, float *outputs, long sampleFrames)
{

fioat *inl = nou S0}

foat 2 = inputsy1];

fioat *outl = outputs[};

fioat *out2 = outputs[1];

whie(-sampleFrames >= Q)

{
(foutl++) = (inl+) *gain; / replacing
(fout2+) = (in2++) *gain

}
}

That's all there is to it! That cannot have hurt too much. So let's walk through all that again and
explain what's where.

To recap, apart from a very small ‘main’ function that resides in another file, which is used by the
host to construct your plug-in, you really have seen the complete code for an VST plug-in,
admittedly it does not really do much.



Your plug-in class is derived frosudioEffectX  and provides is own processing methods, and
that’s all you need to create a VST plug-in that uses the host’'s default method for displaying its
parameters.

How does it work?

Before proceeding with the description of the plug-in code fragment, we will take a short look at a
skeleton code fragment from the host-side. That is, the application code associated with supporting
VST-Plug-ins in an application. This SDK does not handle the host-side implementation of VST
Plug-ins and the code here is purely for understanding purposes.

First, when the Application instanciates a plug-in, it calls the plug-ins main () function somewhat
like this:

typedef AEffect *(*mainCall)(audioMasterCallback (00))
audioMasterCallback audioMaster;
vod  instanciatePlug (mainCall plugsMain)
{
AFffect ‘e = plugsMain (&audioMaster);
if (ce && ce>magic = AEffectMagic)
{

It's all pretty elementary stuff, our instanciatePlug() function takgpexdef'd pointer to thenain()
function in our plug-in code. Our plughain) is then called with the audioMaster data which we
have already established is:

» Data, controlling the interchange between the host and the plug-in
* Passed on to the constructor of the base-alatisEffectX
* and is nothing to worry about.

The host then gets a pointer to the plug-in, if all is well, and then can check if it was actually a VST
plug-in that was actually created. This is magic.

Returning now to the plug-in code for this example, let’'s have a look aiath@ function itself.
This you can find in AGainMain.cpp.

AEflect *main(audioMasterCalback audioMaster)

I get vt version
if (faudioMaster O, audioMasterVersion, 0, 0, 0,0)



{
DEBUGGERMESSAGE (od vt verson');
reum Q
}
effect = new AGain (audioMaster);
 (eflect)
{
reum Q
}
retum effect->getAeffect ()
}
Firstly you can see that thadioMasterCalback audioMaster is called with the

audioMaster\Version flag just to check that our plug-in is being opened in a valid VST host.

Next the constructor of our gain plug in is called. Unless something goes wrong (out of memory
etc), and we return null to the VST host, then the resudffagg  object has one of it's member
functions calledffect->getAeffect () , and the result of this call is returned to the host.

What's actually being returned to the host is the C interface of our plug-in: We may be writing code
in C++ but deep down there is a C structure filled with fields we need to know nothing about.

Whenever the Host instanciates a plug-in, aftentdie() call, it also immediately informs the

plug-in about important system parameters like sample rate, and sample block size. Because the
audio effect object is constructed in our plug-in’s main(), before the host gets any information about
the created object, you need to be careful what functions are called within the constructor of the
plug-in. You may be talking but no-one is listening.

Let's look at some details of the gain example. First, the constructor:

AGain:AGain(audioMasterCallback audioMaster)

: AudioEflectX(audioMaster, 1, 1) /1 program, 1 parameter ony
{
fGain = 1 I defaut b 0B
setNuminputs(2);  //stereo n
setNumOutputs(2),  //stereo aut
setUniquelD(Gain);  /#identify
canMono(); I makes sense o feed bath inputs with thesame sgna
canProcessReplacing(); / supports both  accumulating and repladng output
strepy(programName, "Default’); / default program name
}

Our plug-in’s constructor has the callback to the host as its parameter. This is passed onto the
AudioEffectX  base-class where it is stored, but the constructor to the base-class also has two extra
parameters that set the number of programs the effect has, and the number of parameters the host
should ‘see’ as user parameters for the plug-in.
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Parameters are the individual parameter settings the user can adjust.
A VST host can automate these parameters.

Programs are a complete set of parameters that refer to the current state of the plug-in.

Banks are a collection of Program objects.

Our plug-in only has one parameter, namely the gain. This is a member variable of our AGain class,
and get initialized to 1.0, which translates to 0dB. This value like all VST parameters is declared as
afloat with ainclusive range of 0.0 to 1.0. How data is presented to the user is merely in the user-
interface handling.

Parameter values are limited to the range 0.0 to 1.0
This is a convention, but still worth regarding. Maybe the VST-host’s automation system depends

on this ranae.

Next the plug-in states the number of inputs and outputs it can processiwitinpus2) &
setNumOutputs(2);

The plug-in next declares its unique identifier. The host uses this to identify the plug-in, for
instance when it is loading effect programs and banks. Steinberg will keep a record of all these IDs
so if you want to, before releasing a plug-in ask us if anyone else has already said they use to the
ID. Otherwise be inventive; you can be pretty certain that someone already has used ‘DLAY".

The callcanMono() tells the host that it makes sense to use this plug-in as a 1 in/ 2 out device.
When the host has mono effects sends and has a stereo buss for the effects returns, then the host ca
check this flag to add it to the list of plug-ins that could be used in this way.

In this instance the host can check to see if a stereo plug is selected, and can decide to feed both
inputs with the same signal.

For the gain plug, this makes sense (although it would be much more efficient to have a geparate
1in/ 2 out version), but a stereo width enhancer, for instance, really doesn't make sense(to be

used with both inputs receiving the same signal; such a plug should definitely not call
canMonoy).
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We then tell host that we support replacing processing with theanRthcessReplacing() (see
‘Basic Concepts’ for more information).

Finally, the one and only program name gets set to "Default" with
stropy(programName, "Default”) . The program name is displayed in the rack, and can be edited by
the user.

This gain plug-in only has one parameter so its handling of the hosts requests for parameter
information are very simple, in that the index to the parameter required is simply ignored, and
either the current value of our fGain member is set or returned.

vod  AGain:setParameter(iong index, float value)
fGain = value;

}

foat  AGain:getParameterfong index)

i retum fGain;

In this case the parameter directly reflects the ‘value’ used in our processing method. Whlen the
user ‘turns the dial’ on a generic plug interface it is this value that gets swept between 0.9 & 1.0
as thesetParameter()  function gets called. If you want a different relationship between the
parameters that are automated by the host and what is actually used in your processing method,
then that’s up to you to do the mapping.

When using the default host interface to provide an interface for a plug-in, as we are doing here, it
is necessary that effect object overrides the following functions to allow the default interface a
chance to display useful values to the user. Note, here again we are ignoring the parameter ‘index’
while we only have one parameter.

The Default User-Interface?
The a VST Host provides a method of displaying parameter values. The plug-in only ne€ds to
provide character strings representing its paramter values, labels & names. The Host then is

free to display and edit these parameters as it wishes.




vod  AGain:getParameterName(ong index, char *abel)

{
| St Gan )
vod  AGain:getParameterDisplay(long index, char *text)
{
dB2string(fGain, text),
}
vod  AGain:getParameterLabel(ong index, char *abel)
{
strepy(label, " dB 7,
}

Please be aware that the string lengths supported by the default VST interface are normally
limited to 24 characters. If you copy too much data into the buffers provided, you will break the
host application. Don’t do it.

As you can see, thiaudioEffectX  base-class has some default methods that are useful for parameter
to value and parameter to string conversions, for instance here to display a dB value string.
dB2string(fGain, tex) . Please check thadioeffectX.hpp & AudioEffecth files for the full
compliment.

So that’'s it ?!
Yes, that's all you need to know to create a fully working VST plug-in. If you already have an idea
for an algorithm or audio process you could test it out right now.

Actually there are two different kinds of processes that you can support, so it's probably a good
idea to keep on reading a little further.

Anyway that's all there is to initialization, parameter handling, and user interfacing in its simplest
form.

Now you should proceed to the ADelay example, which is similar to AGain but has more
parameters, and provides the basis for a plug-in with its own graphical user interface.



Basic Programming Examples
A simple delay plug-in.

This next coding example builds on what was learnt from the previous example, the simple gain plug-i
Please read this first if you have not already done so, because only what's new is explained. Apart fro
offering a somewhat more meaningful audio process, the main reason for this example is to learn mor
about how multiple parameters are handled and how a plug manages more than one snapshot of use
settings.

Example Code : ADelay

Basic Source Files Required
ADelay.cpp

ADelay.hpp
ADelayMain.cpp

First, let's look at the simple and short declaration of the ADelay class and it's companion class
ADelayProgram:

#indude "AudioEfiecthpp”
#indude <stingh>

dass  ADelayProgram

ADelayProgram();
~ADelayProgram()

fiend dass ADelay;
float Delay, freedBack, fout
char name[24];

)



dass ADelay : public AudioEfiect

{
public:
ADelay(audioMasterCallback audioMaster);
~ADelay();
virtual vod  process(float *inputs, float *outputs, long sampleframes);
virtual vod  processReplacing(float *inputs, float *outputs, long sampleFrames);
virtual vod  setProgram(ong program);
virtual vod  setProgramName(char *name),
virtual vod  getProgramName(char *name);
virtual vod  setParameter(long index, float value);
virtual foat  getParameter(ong index);
virtual vod  getParameterlabel(long index, char Habel);
virtual vod  getParameterDisplay(long index, char *text);
virtual vod  getParameterName(long index, char *text);
virtual float getvu();
virtual vod  suspend();
prvate:
void setDelay(float delay);
void subProcess(float *in, float *outd, float *out2,
fioat *dest, float *del, long sampleframes);
void subProcessReplacing(float *in, float *outd, float *out2,
float *dest, float *del, long sampleframes);
ADelayProgram *prograrms;
float *uffer;
float Delay, freedBack, fout
float wi
long delay;
long size;
long inPos;
long outPos;
¥

So what’s new?

So after scanning through that you probably can see what's familiar from the original gain plug-in but :
what's new. Now one more time, step by step...

This enumerates all parameters that are accessible to the user. It's a good habit to use such an enum
for any plug-in. If our final linked plug-in was dropped into the host’s VST Plug-in folder, then the



parameters we would see would be representations of these, namely the delay time, the output to inp
feedback amount, and the output level as parameters.

While we are on the topic of good ideas, we would recommend having at least one representation
of these parameters in your plug-ins main class that corresponds to the generic parameter|format.
In other words, for each of these parameters declared in the enumeration there should a (gimilarly
named) parameter that holds it's value, where the value is a float type between the values|0.0 and
1.0 inclusive.

The handling of programs, the snapshots of user settings, is going to need a container for each set of
parameters. We define a class to handle this.

dass  ADelayProgram
{
public:
ADelayProgram();
~ADelayProgram() {
private:
iend dass ADelay;,
float Delay, freedBack, fout
char name[24];
)

The membersDelay ,freedBack , andiOut are the generic representations of the parameters as

stored in this container. They are not themselves the parameters used in the audio process but place:
where they will be copied from when the user selects another program. At this point the user can

edit these values using the controls provided by the host sstagmete) & getParameter()

The same is true of the name, if this program was to be selected by the user, after the plug-in has cor
from the container, the user can use the host application to edit the name, which is achieved with
getProgramName()  andsetProgramName().

We will omit the method declarations and have a look at their implementation instead, firstly the
ADelayProgram constructor:

,{A\DelayProgram:ADelayProgram()

Delay = 05,
freedBack = 05
fout = 075
strepy(name, "Init’);

}



This simply sets the default parameter values for all programs. You might want to assign different
values (for instance, from a table or array) for each program, in order to provide some useful
presets. That's all there is to the ADelayProgram class.

So, back to the constructor of the ADelay class...

ADelay.:ADelay(audioMasterCalback audioMaster) : AudioEfflectX(audioMaster, 2, kNumParams)
{

size =44100;

buffer = new floatfsize];

programs = new ADelayProgram[numPrograms};

Delay =fFeedBack = fou=w=0Q

delay =inPos =outPos =0

ffforograms)

setProgram(0);

setNuminputs(2);

setNumOutputs(2);

hasvu();

canProcessReplacing();

setUniguelD(ADly);

suspend(); / fiush buffer

When the ADelay class is constructed, firstly the base-class AudioEffectX is constructed. As you will

remember from the AGain example, one of AudioEffectX’s arguments is the number of programs the
plug-in has (here set to 2). Once the base class is constructed, during the construction of the ADelay
object, the member variable numPrograms is valid and is used to construct a set of ADelayPrograms.

Because this is a delay process we are going to need some memory to store samples. The parametet
is set to 44100 to provide a maximum of one second of delay, and then a buffer of floats is allocated.

Probably a statement such as size = getSampleRate() would be better, but as we don’t regct to
changes in sample rate in this simple example, and then anyway we would have to re-allog¢ate the
buffer accordingly etc. That's not the point of this example.

Next all the parameters that are used in the audio process are set to zero as a matter of good behavic
actually they will get set to an initial value when setProgram() gets called if delay programs were
successfully created.



Just as in the AGain exampdetUniquelD()  is very important, you must set this to a value as unique as
possible as the host uses this to identify the plug-in, for instance when it is loading effect programs ar
banks.

Finally, we state that we support vu meters, and in-place processing as with the gain example.
The destructor just takes care of cleaning up (remember, we're in the Hosts' context):

,{A\DelaybADelay()

ii(ouffer)
delete buffer;
ifforograms)
} delete]] programs;

Changing Programs

Next we should have a look at ts@Program()  method. This is called whenever the user, or the
host as a result of automation activity, wants to change the current active program in the plug-in.
This (re-) initializes both generic, internal parameters, and variables:

},oid ADelay:setProgram(long program)
ADelayProgram * ap = &programsjprograr];

curProgram = program;
setParameter(kDelay, ap=>Delay);
setParameter(kFeedBack, ap->fFeedBack);
setParameter(kOut, ap->fOut);

It reads the parameters from the selected program, makes that the current program, and calls
setParameter()  for each of the indexed parameters, with the new values, just as if the user would
have set them by hand. It doesn’t matter why the parameters are being changed, user selection,
automation, program change, the sasatf@rameter) method gets called.

Changing Parameters
Well, while we are on the subjectsefParameter() ~ we should look at its implementation.

vod  ADelay:setParameter(ong index, float value)
{
ADelayProgram * ap = &programsfcurProgram];
switch(index)

{



case kDelay: setDelay(value); break;
case kiFeedBack: fFreedBack = ap>freedBack = value; break;
case kOut  fOut =ap>fout =value; break;
}
ii(ecitor)
editor->postUpdate();

We'll get back teetDelay() later. ThesetParameter) ~ function is also called from the Host, it's
important that we store the parameters back into the current program, to maintain the currently
edited state of any particular program.

Both getParameter()  andsetParameter() always refer to the current program.

But notice that last section referring to the editor. When a parameter gets changed you wapnt the

user’s display to be updated as well. And here is exactly where you should NOT do it. The|reason
is thatsetParameter  can & will get called from interrupt and drawing graphics from an interrupt
(on the Mac!) is basically impossible. And we will leave it at that. There are actually performance
reasons why deferring graphic updates to the user-interface thread is a good idea. What you
actually do is post a message to the user-interface that something or everything needs updating.

To complete the picture, here’s the implementatiogetérameten). ..

foat  ADelay:getParameter(ong index)

{
float v=0Q
switch(index)
{
case kDelay. v=1Delay;  bresk
case kFeedBack v=fFeedBadk, break;
case kOut  v=1Out br eak;
}
retum v,
}

That's simple enough. Compared with the version in AGain where we had only one parameter, we
use the index value to return the appropriate parameter. Alternatively we could have returned values
that referred to the program indexdayProgram , but because we were so diligent in how

setProgram()  also updated the current program, there was no need.



There's als@etProgramName()  andsetProgramName() : Remember the size of the character arrays,
and the consequences of overfilling them?

vod  ADelay::setProgramName(char *name)
{

stropy(programscurProgram.name, name);
}

vod  ADelay::getProgramName(char *name)
{
} strepy(name, programs{curPrograml.name);

Fairly straightforward as well. And as we have more than one parameter, we use switch statements
where the Host asks us for strings. We still don’t have our own interface yet and must support the
host’s efforts in providing us with the generic interface.

Even if you do provide your own editor you should still have a fully set of ‘string’ interfaces,
so the host application can graphically edit your automated parameters, with their names
and labels.

vod  ADelay:getParameterName(ong index, char *abel)
{
switch(ndex)
{
case kDelay: strepy(label, Dely ")  break
case kFeedBack strepy(label, "FeedBacK); break;
case kOut strepy(label, " Volume % break;
}
}
}/oid ADelay::getParameterDisplay(long index, char *text)
switch(ndex)
{
case kDelay: long2string(delay, text);  break
case kFeedBack float2string(freedBack, text), break;
case kOut dB2sting(Out, text);  break;
}
}
}/oid ADelaygetParameter_abelong index, char *abel)
switch(index)
{
case kDelay: strepy(label, “samples Y break
case kiFeedBadk strepy(label, * amount % break;
case kOut strepy(label, " dB "y break
}

}



This just a small detail really but tiadioEffectX  base class provides a number of conversion
functions, we have already usépPstring()  in the gain plug-in, but heteng2string() and
float2string() are used as well.

We are getting close the to end of the new stuff here. Have a look at the susfizod().

},oid ADelay::suspend()

memset(ouffer, 0, sze*  sizeof(fioat));
}

This methodsuspend() is called when the effect is turned off by the user; the buffer gets flushed
because otherwise pending delays would sound again when the effect is switched on next time. It's
not essential to do this but it would be rather strange not to, but there’s no accounting for taste.

You could also flush your ‘buffers’ in thesume() method, for completeness.

One more. While ADelay was being construdiesl/u() was called.

The methodhasvu() tells the host that this plug-in can supply data about the current VU level.
That is, your plug-in can calculate VU values while it's processing, and if the host asks abput the
current VU level withgetU(), then it's returned from the plug-in to the host.

1{bat ADelaygetVu()
float o =w,
w =0
retum o,

}

And Finally, the Process.

},oid ADelay:process(float *inpuis, fioat *outputs, long sampleframes)
float = inputs;
float *outl = outputs[O};
float *out2 = outputs[1};
long frames, remain;
remain = sampleframes;
while(remain >0
{
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if(size - inPos <remain || size - outPos < remain)

if(size - nPos <size - outPos)
frames = size - inPos;

= size - outPos;

frames =remain;

subProcess(in, outl, out2, buffer +inPas, buffer + outPos, frames);
n +=frames;
outl +=  frames;
ouR +=  frames;
iNPos += frames;
ifinPos >=size)
inPos = size;
outPos +=frames;
iffoutPos >= Size)
outPos =size;
remain =frames;
}
}

/.

Hreplacing

vod  ADelay::subProcessReplacing(fioat *in, float *outd, float *out2,
float *dest, float *del, long sampleframes)

fioat d, feed = fFeeoBack, wl = fOu x1

del
whie(—sampleframes >=0
XN =*+HHn; [ predncrement s fast onppcs
d=*+de * Vol
fid> ow) /posiive only..
ow =d
X +=d* feed;

=X,
*outl =d; / store tobuss
=d

There is a buffer of (at least) the maximum number of samples to be delayed, reflected by the size
member variable. In order to get the buffer wrap correctly, and because of efficiency reasons, the
audio process is divided into the actual process, and a subProcess(). The idea is that the



subProcess() is called for each contiguous part in the buffer that can be processed at a time, in order
to keep the number of cycles in the inner loop small.

The details of the processes and are left for you to figure out by yourself. All in all, this is a simple
delay with feedback.

At this point, we have seen enough to understand the fundamental mechanisms of writing VST
plug-ins: Now complete with multiple parameters, that can be correctly automated and saved as
programs, and displayed with labels and value units by the host. Not bad for a few lines of code.

Both the gain plug-in and this simple delay plug-in have used the host’s default parameter handling
for changing and displaying values. Nothing wrong with that, but VST plug-ins can also provide
their own user interface, so that they can do customize their look and feel. In the next example code
we will look at how the delay plug-in can be extended to do just that.
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Basic Programming Examples

A delay plug-in with its own user interface
Doing it the hard way.

Background information

How Cubase VST handles Plug-ins with their own interface.

The sequence is as follows: first, when VST gets to know that your plug-in supports its own editor

as the user selects it in the Effects Rack instead of displaying the standard text based interface using
the alpha-dial approach, it installs a special ‘Rack Expander’ panel. An Edit button is displayed as
part of the panel. If the user hits this button the plug-in’s own editor is opened. Exactly how that
happens is explained in this section.

Doing it yourself

For far we have had it really easy, we have written plug-ins that can be compiled for different
platforms, but the concepts have remained exactly the same. But as soon as we want to start
providing our own user interface we are confronted with the platform specifics of different
windows handling and event handing models.

For this very reason we created the VSTGUI libraries. These are available for all supported
platforms and make the handling of user interaction with a graphic-rich user interface also cross
platform. With only one proviso: You need to be able to convert your source graphics from one
platform format to another. But for this there are tools that someone else has already debugged,
which is how we like it. Now you could jump straight into the next chapter, where the easy method
is presented. But you won't know what the others will know.

Still here? Good. This discussion will actually concentrate on the issues raised by the Mac &
Windows systems just to keep things under control. You should have read about the Gain Plug-In
and you must know how the ADelay example works, as ADelayEdit is based on the latter example.

Defining Steps.

ADelayEdit is an example of a plug-in which maintains its own editor window, as opposed to the
gain and delay examples discussed previously, which work on the built-in ‘string interface’
provided by a VST host.

The concept is as follows. Just as all the plug-ins are derivedaidioiffectX , all the editors
are derived from the clag&ffEditor . If a plug-in has its own editor, it instanciates one when|it
itself is constructed. The editor gets passed the plug-in object as a parameter to its constructor,
and the editor uses this to notify the effect object of its presence.




Sounds simple: So let’'s see how that mechanism works. Firstly look at the following class
declaration. This i8EffEditor , from which all editors are derived.

dass AEfiEdior

{

fiend dass AudioEffect;

public:
virtual vod  update() §
vitull  vod  postUpdate() {updateFlag = 13

protected:
AEfiEditor(AudioEffect *effect) fthis>effect = effect)
virtual ~AEfEditor() §
virtual long  getRect(ERect *rect) {frect =C; retum O}
virtual long  open(void *pir) {systemWindow = ptr; retum O}
virtual vod  dose() §
vitual vod ide() {ifupdateHag) {updateHag = 0; update()}}
#fMAC
virtual vod  drav(ERect *recf) {rect = rect}
virtual long  mousefong x, ongy) x=xy=y, retum O}
vitual long  key(ong keyCode) {keyCode =keyCode; retum 0}
vitual vod top() §
vitual vod  seep() §
Hendif
AudioEfiect *effect;
vod  *systemWindow;

} long  updateHag;

#if MAC 7?77

Isn’t this meant to the cross platform?

On the Macintoshthe window your plug-in receives is created by the host, and the GUI events
your plug-in receives are received globally by the host application and posted on to the pliig-in
with these #if MAC methods.

On the PC, your Plug-in registers its own window class, opens its own window and the then
collects its events from th&ndProc it defined as part of its window class. Sure you need a bit| of

windows programming knowledge to do this, but it's really elementary stuff. And it's really |stuff
you could totally ignore if you used the VSTGUI Libraries.




Back to the plot, we were describing a delay plug-in with its own editor. As usual we define a class
for the new plug-in. This ADelayEdit class inherits directly from ADelay, thus both the declaration
and constructor methods are very simple...

dlass ADelayEdt : public ADelay

{
public:

ADelayEdit(audioMasterCalback audioMaster);
} ~ADelayEdit();
ADelayEdit:ADelayEdit@@udioMasterCalback audioMaster) : ADelay(audioMaster)
{

setUniquelD(ADIE);

edior=  new ADEdior(this);

f(ecitor)

oome =1fue;

}

As you can see from the constructor, ADelayEdit merely adds an editor ADEditor. This editor is
derived from the base class AEffEditor as described above. Looking at the constructor of the editor,
you can see the Audio Effect (our plug-in) being used as a parameter, and the plug-in being
formally informed about the editor.

ADEdior:ADEdior (AudioEfiect *efiect)
- AEffEdiior (efiec)
{
effect>setEdior (this); IInoiify effect that this is te edior
}

The ADelayEdit destructor has nothing to do, as AudioEffect takes care of deleting the editor when
the plug-in is removed.

ADelayEcdit:~ADelayEci()
{
Iithe editor gets deleted bythe
1 AudioEfiect bese doss
}

All that's left now is the ADEditor class, which provides a simple 3 fader panel to allow the user to
adjust delay, feedback, and output level in a the Host window. This will be fully described in the
VSTGUI library version that follows shortly.

Macintosh Outline



As was said before, VST hosts on the Mac create a window for the plug-in’s editor and then passes
all the events on to the editor. There are a few functions that negotiate this process. Here they are:

long  getRect(ERect *rect)
Host is asking the editor how big it wants its window to be.

long  openod ot
Host is about to open a window for the editor
vod dose()

Host is about to close the window for the editor.

vod idke()
Host has ‘idling’ events for the editor.

vod  dramERect *red)
Host says this area of the editor window needs updating.

long mousefong x  longy)
Host says the mouse was clicked here.

long  key(long keyCode)
Host says what key was pressed.

vod  postUpdate()

Here you can flag any updates that will later be actioned in update()
vod - update()

Update your graphics during this call if you have flagged any updates.
This gets called during idle().

Windows Outline

The handling is a little different for Windows. To recap; the reason is that the window the plug-in’s
editor will appear in is created by the plug-in, when the host sendgeif@ command to the plug-

ins editor. From this moment on, until the host sends theiplsigditor theclose() command, the
plug-in editor manages its own event queue associated with the window. What follows is an outline
of how that is done...

Here comes another code fragment.

extem HINSTANCE hinstance;
intuseCount =0
HWNDCreateFader ~ (HWND parent, char* tite, ntx iy, int w, nth, int min, int max);

LONG WINAPI WindowProc (HWND hwnd,  UINT message, WPARAM wParam, LPARAM [Param);



/)
ADEdior:ADEdior (AudioEfiect *effect)
: AEfiEdior (eflec)

{

}
I
ADEditor:~ADEditor (

{
}

/.
14

lng  ADEditor:getRect (ERect *ered)
{

effect->setEditor (this);

static ERect r= {00, kEditorHeight, kEditorWidthy;
Yerect =&,
retum true;

}

/.
14

I{ong ADEditor::open (vod i)

IRemember the parent window
sysemWindow = pi;

I/ Create window dass, fwe are called te fit tme
useCount+,
if (useCount =1)
{
WNDCLASS windowClass;
windowClass style =0
windowClass.IpinWhdProc = WindowProc;
windowClass.chClsBxtra =Q
windowClass.chWndExtra =Q,
windowClass hinstance = hinstance;
windowClass.hicon =G
windowClass.hCursor =Q
windowClass.hbrBackground = GetSysColorBrush (COLOR_BTNFACE);
windowClasspszMenuName =Q
windowClassJpszClassName = "DelayWindowClass”;
RegisterClass (&windowClass);
}

Il Create o base  window

HWND hwnd = CreateWindowEx (0, "DelayWindowClass', "Window'",
WS CHILD |WS VISBBLE,
0,0, kEditorHeight, kEditor\Wickh,
(HWND)systemWindow,  NULL, hinstance, NULL);

SetWindowLong (hvwnd, GWL_USERDATA, (long)this);
/I Create three fader controls

delayFader = CreateFader (wnd, 'Delay’, x, y, w, h, Q,
feedbackFader = CreateFader (wnd, "Feedback’, x, 'y, w, h, 0,100);

100y,



volumeFader = CreateFader (hwnd, Volume”', x, y, w, h, 0,100,

refum tue;
}

vod  ADEdior:dose ()

{
useCount=;
if (useCount =0)
{

}
}
vod  ADEditor:idle ()
{

}

void  ADEditor:update()
{

UnregisterClass (DelayWindowClass', hinstance);

AEfiEdioride (;

SendMessage (delayFader, TBM_SETPOS, (WPARAM) TRUE, (LPARAM))  eflect>getParameter (KDelay
SendMessage (feedbackFader, TBM_SETPOS, (WPARAM) TRUE, (LPARAM)  effect->getParameter
(kFeedBacK));
SendMessage (voumeFader, TBM SETPOS, (WPARAM) TRUE, (LPARAV))  eflect->getParameter (KOu)
}
vod  ADEditor:setValue(void fader, It value)
if fader = delayFader)
effect>setParameterAutomated (kDelay, (foajvalue / 1004
eseif  (fader =feedbackFader)
effect>setParameterAutomated (kFeedBack, (foatyvalue / 1004
eeif  (fader =volumeFader)
effiect>setParameterAutomated (kOu, (foatjvalue / 1004;
}
HWNDCreateFader  (HWND parert, char* tie, X iy, nw, th ntmn  tmey
HWND hwndTrack = CreateVWindowEx O, TRACKBAR CLASSfite,

WS_CHILD |WS VISBLE |
TBS_NOTICKS | TBS_ENABLESELRANGE | TBS VERT,
X Y,w, h, parent, NULL, hinstance, NULL);

SendMessage (hwndTrack, TBM_SETRANGE, (\WPARAM ) TRUE, (L(PARAM) MAKELONG (min, max));
SendMessage (hwndTrack, TBM_SETPAGESIZE, 0, (LPARAM) 4),

SendMessage (hwndTrack, TBM_SETPOS, (WPARAM) TRUE, (LPARAM) min);
retum hwndTrack;
}

LONG WINAPI WindowProc (HWND hwnd,  UINT message, WPARAM wParam, LPARAM IParam)
{

{thm (message)

cae WM VSCROLL:

{
intnewMalue = SendMessage (HWND)IParam, TBM_GETPOS, O, O);



ADEditor* editor = (ADEditor")GetWindowlong (hwnd, GWL_USERDATA);
if (editor)
editor->setValue ((Void*Param, newValue);
}
break;

}
retum DefWindowProc (hwnd, message, wiParam, IParam);

Walking on through

That may seem like a lot of code compared with the Mac example but most of it is either
elementary windows stuff or deals with the handling associated with the 3 windows stock objects -
the scroll bars used as controls. Let's annotate the highlights and ignore the lowlights.

/.
14

ADEdior:ADEdior (AudioEfiect *effect)
: AEfiEdior (eflec)
{
effect->setEdior (tis);
}
i
ADECitor:~ADEdor (
{
}

OK, that’s just as we described earlier: The Plug-in instanciates an editor which is derived from
AeffEditor . TheAudioEffectX  is passed as a parameter to the editor’s constructor, and the effect
(our plug-in class) is notified about the editor. The destructor of the editor class does nothing.

/.
14

long  ADEditor:getRect (ERect *erec)

{
static ERect r= {00, kEditorHeight, kEditorWidthy;
erect = &,
retum true;

}

Here the host requests the size of the editor. The static rectangle structure is filled with value from
enumerated constants from our editor sources.

Now comes the big window thing.

/.
14

I{ong ADEditor:open (vod *ptp)

/IRemember  the parent window
systemWindow = pir;

I/ Create window dass, fweare caled the fist time



useCount+,

if (useCount =1)

{
WNDCLASS windowClass;
windowClass style =Q
windowClass IpinwWndProc = WindowProc;
windowClass.chClsExtra =0,
windowClass.chWndExtra =Q
windowClass.hinstance = hinstance;
windowClass.hicon =Q
windowClass.hCursor =0,
windowClass.hbrBackground = GetSysColorBrush (COLOR_BTNFACE);
windowClassJpszMenuName =Q
windowClass JpszClassName ="DelayWindowClass”;
RegisterClass (&windowClass);

}

/I Create ourbase  window

HWND hwd = CreateWindowEx (0, "DelayWindowClass”, "Window'",
WS _CHILD |WS_VISIBLE,
0,0, kiditorHeight, kEclitor\Vidth,
(HWND)systemWindow,  NULL, hinstance, NULL);

SetWindowLong (mwnd, GWLUSERDATA, (ong)this);

I/ Creste three fader controls

delayFader = CreateFader (wnd, "'Delay’, X, y, w, h, 0,100);
feedbackFader = CreateFader (hwnd, "Feedback’, Xy, w, h, 0,100);
volumeFader = CreateFader (hwnd, Volume”, x, y, w, h, 0,100,

feum true;
}

Notice first, theuseCount variable, which is in file scope and is initialized to 0. When the function
open() is called and the pre-incrementgdCount is equal to 1, then we register the window class,
create a window from this clasdpen() can get called more than once as multiple effects are
instanciated but the window class gets registered just once.

Notice the parent window for our window was passed as a parametepperif)e function. Other
important details are thgfnwndProc member of the window class. We take control of the event
handling for this window so we define the window procedure, more on this shortly. The ‘this’
pointer for this editor is stuffed into the user-data area for the instanciated window.

Finally we call our owrCreateFader()  function three times to make the controls for the editor. This
function is just making controls of the TRACKBAR_CLASS and returning the window handles of
these objects that are stored as members of our editor class.

vod  ADEdior:close ()
{
useCount=;
if (useCount =0)



UnregisterClass ('DelayWindowClass”, hinstance);
}

Here is the reverse process, when thed@@emented variableeCount equals 0 then the last of
any windows created by this editor has been closed and the window class can be unregistered.

vod  ADEdior:ide {
{

}

AEfiEdioride ()

The host will call the idling method of our editor regularly. Here our have an opportunity to update
any displays or respond to pending user interface issues, such as meters etc. You must still call the
base class function however. What is important is that this is purely a user-interface issue: It has
nothing to do with the audio process. Making part of your audio process dependent on the GUI
idling events is asking for trouble.

void ADEditor::update()

{
SendMessage (delayFader, TBM SETPOS, (WPARAM) TRUE, (LPARAV))  effect>getParameter (kDelay));
SendMessage (feedbackFader, TBM_SETPOS, (WPARAM) TRUE, (LPARAM)  effect>getParameter (kFeedBack));
SendMessage (volumeFader, TBM_SETPOS, (WPARAM) TRUE, (LPARAM)  effect>getParameter (kOut));

When the host wants to update the appearance of the controls, it calls the update method of the
editor. Here the faders we created and stored away are just updated with the parameters that are
fetched properly from the effectgtParameter()  method.

Now to round up the process lets look atwhedowProc .

LONG WINAPI WindowProc (HWND hwnd,  UINT  message, WPARAM wParam, LPARAM [Param)
{

switch (message)
{case WM VSCROLL:
{ intnewValue = SendMessage (HWND)Param, TBM_GETPOS, 0, 0),
ADEgiio edior = (ADEditor)Getwindowlong (hand, GWL_USERDATA);
teden editor->setValue ((void¥)Param, newValue)
bk

}
retum DefWindowProc (hwnd, message, wiParam, IParam);

What's important here is the fact that the Window Procedure belongs to all instances of windows
that we create with our registered window class, and there could be multiple instances of our plug-
in and it's editor.



In this case our Window procedure is only handling WM_VSCROLL messages. Because we have
only used windows stock objects, calling DefWindowProc does everything we need to do, but this
is precisely the point where you would intercept any other WM_X messages that are relevant to
your plug-in.

So the Window Procedure receives WM_VSCROLL, but to whom do they belong? Well remember
that we stuffed thehis’  pointer to the editor object into the user data area of the window when
we created it. This is simply recovered...

ADEgiior* edior = (ADEdiorGetWindonlong  (wnd, GWL_USERDATA),

...and then used to reference our editor. A member funsttdvtalue()  is called with the pointer to

the scrollbar that was touched, and the new value of the scroll bar that was recovered before we
knew to whom it belonged. The pointer to the scroll bar is compared with the values we stored
when creating the faders, and the effects is properly informed about the changes with the effect’s
setParameterAutomated)) method.

vod  ADEditor:setValue(void* fader, Nt vale)
i (fader = delayFader)
effect>setParameterAutomated (KDelay, (floatvalue / 100%;
eeif  (fader =feedbackFader)
effect>setParameterAutomated (KFeedBack, (foatvalue / 100%;
eeif  (fader =voumeFader)
effect->setParameterAutomated (kOut, (foatvalue /1004,

An important thing to notice is that if the user changes a parameter in your editor (which is put of
the host’s control —because we are not using the default string based interface), you should call...

setParameterAutomated(index, (floatinew\Value);

...which is anAEffEditor  method. This ensures that the host is notified of the parameter change,
which allows it to record these changes for automation. NotsetRatameterAutomated() calls
setParameter().




No Pain No Gain.

That completes the description of how a plug-ins editor manages its own window. OK, we only
used Windows stock-objects, and no fancy user interface controls and displays that make VST
plug-ins so attractive to the end user. But that’s only an issue of scale.

Now we have looked to the bare issues surrounding the platform specific implementation custom
editors for VST Plug-ins for both Macintosh and Windows, we can now move on to the VSTGUI
Libraries. These libraries, that are available for all four supported platforms, demonstrate how
providing a custom user interface can also be as cross-platform as writing a VST plug-in the first
place.
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Basic Programming Examples
A delay plug-in with its own user interface
Taking it Easy - Using the VSTGUI Libraries.

This section covers the implementation of a Plug-ins own user-interface but this time using the
VSTGUI Libraries. These are a set of cross-platform tools that encapsulate actually what we have
already seen in the previous example. Before any of the following will make any sense at all you
must be familiar with the previous example files and concepts therein. No excuses.

This section only forms an introduction to the complete VSTGUI documentation that is included as
part of this SDK. The VSTGUI documentation is provided as a full set of html files where you can
point and click your way through the ways and means of the VSTGUI Libraries. Thoroughly
recommended browsing.

As we said, before you read this document you should have read about the Gain Plug-In, and you
must know how the ADelay example works, as this new ADelayEdit example is based on the latter
example (it actually inherits from the ADelay class, which you should be familiar with).

This new ADelayEdit implementation is an example of a plug-in which maintains its own editor
window, as opposed to the gain and delay examples discussed previously, which work on the built-
in 'Multi-effects’ string interface. The user interface is entirely de-coupled from the audio
processing, and implemented using the VST GUI.

TheADelayEdit class inherits directly fromaDelay , thus both the declaration and constructor
methods are very simple (ADelayEdit.hpp and ADelayEdit.cpp):

dass ADelayEdit : public ADelay
{
public:
ADelayEdit@@udioMasterCalback audioMaster);
} ~ADelayEdiit);

ADelayEdit:ADelayEdit(audioMasterCallback audioMaster) : ADelay(audioMaster)

{
setUniquelD(ADIE);
editor =

}

ADelayEdit~ADelayEdit)
{
I'te ediorgets  deleted bythe
I AudioEfiect bese dass
}

new ADEditor(this);



vod  ADelayEdit:setParameter (ong index, float value)
{
ADelay::setParameter (index, value);
if (editor)
(AEGUIECitor*)editor)->setParameter (index, value),
}

As you can see from the constructor, ADelayEdit 'merely' adds an editor (ADEditor), and overrides the
setParameter() method so to distribute changes therefore to the ‘value’ objects. It's a bit out of the scoy
of this brief description but the VSTGUI makes use of the Model-Value-Controller principle. There are
value objects that hold the value itself and controller objects that act upon the value object. We will ha
to leave that to the main VSTGUI documentation.

The ADelayEditor destructor has nothing to do, as AudioEffect takes care of deleting the editor when
plug-in is removed.

All that's left now is the ADEditor class, which provides a simple 3 fader panel to allow the user to adjt
delay, feedback, and output level in the host window. It is based on the VSTGUI. The ADEditor class
inherits from 2 classes, namely, AEffGUIEditor and CControlListener (both in vstgui.h).

dass  AEGUIEditor : public AEfEditor

{
public :
AEFGUIEdior (AudioEfiect *efflect);
virtual ~AEFGUIEGitor (;
virtual vod setParameter  (ong index, float value) { postUpdate 0}
virtual bng getRect (ERect *rech);
virtual long open (void *pin);
virtual vod ide ()
virtual vod draw (ERect *rect);
#HfMAC
virtual long mouse (ong X, long Y
Hendff
I et the curent  tme (N ms)
long gefTicks ()
Il feedback © appi.
void doldieStuff ()
I get the effect attached tothis editor
AudioEflect *getEfiect () { retum effect; }



AEffGUIEditor extends AEffEditor (the VST plug-ins version 1.0 class, in AEffEditor.hpp).
When the application gets to know that your plug supports its own editor, it will implement a
method to call your editor (like the 'Edit' button on a Cubase rack display), which:

» calls the AEffGUIEditor method getRect() to get the Rect from the plug which states where the
window should appear, and how large it should be.

* creates and opens a window at the requested position, and with the requested dimensions
» calls the AEffGUIEditor open() method
» calls the AEffGUIEditor draw() method for MacOS

As time goes by, Mac OS events for this window are passed to the according AEffGUIEditor
methods rfrouse(), key()top(), sleep() ) with the VSTGUI, simply override the relevant
methods). All other platforms use a dispatcher class to collect and dispatch similar GUI based
events to your plug-in’s editor.

An important thing to notice is that if the user changes a parameter in your editor (which is out of
the application's control), namely in tkeChanged)  method, you should call...

setParameterAutomated(index, (floatinew\alue);

...which is a AEffEditor method. This ensures that the application is notified of the parameter
change, which allows it to record these changes for automation purposes. Note also that
setParameterAutomated() calls setParameter().

Referring now to the Source files for this project...

The ADEditor class is a very simple example baseds®UIEdor . A background bitmap is

created, and 3 faders with their background and handle bitmaps are installed. Also all 3 parameters
get a control for text display of these values. The functeRarameter(), andvalueChanged(),

show how the update mechanism works; and that was it again. Have a look at the example code. It
shows some basic concepts of how to use the VSTGUI.

This was the final example for the basis plug-in concepts. The powerful VSTGUI Library makes your
plug entirely portable, so you should compile it on all platforms (or find somebody who can). Good Luc



What’s New in VST 2.0
Introduction - finding your way around

If you already are familiar with the VST 1.0 specification here is an overview of what's new in the
2.0 SDK and where you should look for further details.

Note: It's important to keep in mind that the VST 2.0 specification is completely
downwardly compatible with the VST 1.0 specification.

The plug-ins created under the VST 1.0 specification are all derived from the class AudioEffect.
The VST 2.0 specification defines a new class AudioEffectX upon which all plug-ins are derived.
The new class AudioEffectX inherits from the existing AudioEffect class, so that any 1.0 plug-in
can be re-complied using the AudioEffectX class without modification.

General new features of version 2.0

VST Instruments
Plug-ins that can receive MIDI events from the host application and then ‘render’ audio
however they please.

VstTimelnfo
A protocol defining how a plug-in can obtain time & tempo information from the host
application in a variety of formats.

VstOffline Processing
A complete interface definition between host and plug-in defining off-line audio processes.

Apart from these new capabilities, there is a whole batch of new methods on both the plug-in and
application side of the VST Plug-in interface.

A host application cannot make assumptions about the presence of the new 2.0 features ¢f a
plug-in. Similarly, a plug-in cannot assume a 2.0 feature is available from the host.

There is a full set of property inquiry methods for both hosts and plug-ins to use to ascertain the
environment in which either finds itself. Ignoring these enquiry methods and trying to access a

2.0 feature from a 1.0 host, or vice versa, will mean your plug-in or host application will break.

It is not the end-users job to pick and choose which plug-ins can be supported by which hpst.




Where to find details of the 2.0 implementation
The new VST parameters, structures and constants can be found in dle&ditéx.hit makes
reference to and expands upon the existingagiiéect.h

The VST 2.0 Audio Effect class can be seen in theafidioeffectx.hthat similarly makes
reference to and expand upon the existingdildioeffect.hpp

New Universal Basic Methods

There is a basic set of methods that your plug should support, even if you have a 1.0 version
working already. These are all found in the new AudioEffectX class.

virtual bod  getinputProperties (long index, VstPinProperties* properties);
virtual bod  getOutputProperties (Iong index, VstPinProperties* properties);
vitual bod  getProgramNamelndexed (long categaty, long index, char* text);
virtual bod copyProgam (ong  destination);

virtual boo getEffectName (char* name);

virtual bod  getvVendorSting (char* texd);

virtual bod  getProductSting (char* texd);

virtual long getvendorVersion () {retum 1}

viriLial long canDo (char* tex);
You may copy the following code and modify it to fit your implementation:

Note: VstPinProperties is a structure defining connection properties of plug-ins. Details are to be
seen inaeffectx.h.

/.
14

boo  MyPlug:getinputProperties (long index, VstPinProperties* properties)
{
if (index < kNuminputs)
{
sprintf (properties=>label, "My %1d In’, index + 1),
properties>flags = KVstPinlsStereo | KVstPinlsActive;
reum true;
}
retum false;
}
I
bood  MyPlug::getOutputProperties (long index, VstPinProperties* properties)
{
if (index < kNumOutputs)
{
Sprintf (properties->label, "My %1d  Out', index + 1);
properties>flags = kVstPinlsStereo | KVstPinlsActive;
retum true;
}
retum false;

}



/.

ItI)od MyPlug::getProgramNamelndexed (long category,
{
if (index <kNumPrograms)

strepy (ext, programsiindexjname);
reum tue;
}
retum false;
}

/].
?od MyPlug:copyProgram ~ (ong ~ desiination)

if (destination < kNumPrograms)

{
programs{destination] = programsfcurProgram;
reum true;

}

retum false;

}

/.

ItIJod MyPlug:getEfiectName (char* name)

sticpy (name, "MyPlug');
eum e
}
%od MyPlug:getvendorSing (char* ©d
stropy (text, "My Company’),
eum e
}
ItI)ooI MyPlug:getProductString (char* tex))
{
stropy (text, "My Pug Soft Syntht’),
eum e
}

/.

Ilé)ng MyPlug:canDo (char* tex)

{
if (stremp (tex, "receiveVstEvents”)
reum 1;
if (stremp (text, "receiveVstMidiEvent”)
reum 1;
retum -1;

}

long index, char* tex)

B3
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This set of canDo’s (receiveVstEvents and receiveVstMidiEvent) is how Virtual Instruments
(synths based on VST2.0) declare to Cubase VST what they are capable of, and what events they
need to be notified of. We recommend having a look at audioeffectx.cpp for other ‘canDo's".

For a complete discussion of all new VST 2.0 features and detailed
documentation, look at the new AudioEffectX class included in the
source code files in this SDK.
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What’s new in VST 2.0 - VST Event Information

Sending MIDI information from the Host to a Plug-in
VST Eventsform a mechanism that allows a host application to send a stream of events to a VST
2.0 plug-in. VST Events contain information about the relationship between the position of the

event in relation to the currently processed buffer received by process() or processReplacing().

Basically when a VST host is capable of sending VST Events, then a VST 2.0 Plug-in could use
this information to control the audio processing that is undertaken.

Lets start by looking at the primary data structure, the VstEvent.

stuct VstEvent / ageneric imestamped evert
{
long ype;,  / see enum below
long byteSize;  / ofthis event, exd. type and byteSize
long dettaFrames; [ sample frames related tothe current block start sample pasiion
long flags;  / generic flags, none defnred  yet O
char date[16], [/ sze may vary but is usualy 16
)
enum I VstEvent types
{
KVstVidiType = 1, /mid evert, canbe cast asVstMidiEvent (see below)
KvstAudioType, 1 audio
KVstvideoType, / video
KVstParameterType, / parameter
KVstTriggerType  / tigger
I .etc
)

There is an array of such events too:

stuet  VstBEvents Ila block of events for the curent audio block
{

long nuMEvents;

long resenved; /) zer0

VstEventt eventsZ], [ variable
¥

A VstEvent could be anything and be of any size, this allows for future extension and introduction of n
event types. The current enumerated types are just examples; at the time of writing this only
kVstMidiType was supported.



struct VstMidiEvent  / tobe casted foma VsBEvent

{

long type; 1 KVstVidiType

long byteSize; 124

long detaFrames; [ sample frames related tothe current block start sample position
long flags;,  / none defined yet

long noteLength;  / (n  sample frames) o entire note, I avaiable, ese 0
long noteOffset;  / offset into note from note start f available, ese 0
char midiDatald], /1 thru 3 midi bytes; midiData[3] & reserved (zero)

char detune;  / o 463 cas; for  scaes ather than WwelHempered' (microtuning'
char noteOff\Velocity;

char resernvedl; / zeo

char resenved?2; / ze

¥

A VstMidiEvent can safely be cast from a given VstEvent as follows.

vod  doSomeBEvert (VstEvent* €
if (e>type = KvstMidiType)
VstVidiEvent* me = (VstMidEvent*e;
doSomeMidi (me);
}
}

Making Use of VST Events
So after making such a series of hints, let’s look at the process of receiving and processing VST even
general terms.

First and foremost it should be pretty obvious that your plug-in class should be derived from the new
AudioEffectX class and not from the older AudioEffect class. In your class you must override the
method...

long  processEvents(VstEvents* ev);

Then you must call wantEvents() in the resume() method of your plug-in. The method wantEvents() ce
not be called at construction time, as the host has no instanciated plug-in yet that it can relate such
requests to. See the example later for details.

Handling Events

If you have met the above conditions, the host will call the processEvents() just before calling either
process() or processReplacing(). The method processEvents() has a block of VstEvents as its
parameter. Each of these events in the block has a delta-time, in samples, that refers to positions
into the audio block about to be processed with process() or processReplacing(). It's your job to



gather up all the VstEvents given to you, then evaluate them during the next call to process() or
processReplacing(). That's it. That's how it works. So now onto some details.

Handling Events - the Detailed View
Returning for a moment to the VstEvents block passed as a parameter to processEvents()

stuet  VstBEvents Ila block of events for the curent audio block
{

long nuMEvents;

long resenved; /) zer0

VstEventt eventsZ], [ variable
¥

This is really straightforward; The field numEvents specifies the number of pointers to VstEvents
the events| ] array holds. What is very important to understand is that this array of VstEvent* is
only valid during this call to your processEvents() method, and the following process () or
processReplacing() call. It's up to you to evaluate the events and maintain any status information
you need between calls to processEvents().

The incoming events need to be examined. Maybe the following code fragment will help.

I{ong myPlug:processEvents (VstEvents* ev)
for fong i=0;i< es>nUMBvents; )

i (evertsii>type = KVatMidType)
{

VstMidiEvent* me = (VstVidiEventevents]ij;
doDaMidi (me->data); / may also wart to examine noteLength etc
}
}
}

Details of VstMidiEvent
Now we should examine the fields of the VstMidiEvent type
The non- programming comments are in right justified blue italics

struct VVstMIidiEvent I castfom & VSEvent

long ype; 1 KvstMidiType
obviously, is always kVstMidiType (else it is not a midi event at all)
long byteSize; /24
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fixed to 24. this is supposed to be the 'default’ byteSize for all 'regular’ VstEvent's (with the optior

future expansion).
long deftaFrames; / sam pe frames related tothe current block start sample position

see below.
long flegs;  / none  defined yet
so don't touch...and set to zero when sending.
long noteLength; / @ sample frames) of entie note,  avaiable, ee 0
on sequencer playback, the note length (in sample frames) may be present (but doesn't have to). a
may use this for instance to automatically adjust envelope paramters (decay / release) to this pararr

long noteOffset;  / offset into note from note start available, ese 0
when the sequencer is started from within a note, it may (but doesn't have to) tell how far into this nc
was located (in sample frames). a synth may use this for instance to shift envelope processing accor
(i.e. set the envelopes as if the note had sounded as long as noteOffs

char midiDataf4], /1 thu 3 midi bytes; midiData[3)] & reserved (zer0)
currently only midi *channel* data are supported, that is,
midiData[0] ranges from 0x80 to Oxef (note mtc and/or midi clock may also appear later)
midiData[1] and
midiData[2] hold the according midi bytes (if any) as defined in MIDI.
midiData[3] may hold further information but isn't supported yet (must set to 0 when sending

char detune;  / 64t +63 oars; for  scales ather than WwelHempered' (microtuning
you may want to implement per-note microtuning. detune tells the offset from the regular (well-temp:
scale) frequency, in cents of a semitone.

char noteOffVelocity,
if any.
char resenvedl; / Zer
char resenved2; / Zer
¥
Notes

Obviously, noteLength, noteOffset, detune, and noteOffVelocity, are only of concern if
midiData[0] == 0x9x, that is, a midi Note On status. Also be aware, despite a given noteLength (if
any), a Note Off (or Note On with velocity 0) will be sent when the note sounds off.

It is a matter of convention, not law, that the time order of the events in the array is ascending.

Delta Times

The field deltaFrames is the offset where the event starts, in sample frames, into the following

audio block to be processed by process () or processReplacing (). In other words, if you had a block
size of 1024 samples, and the first event in song that should be seen by this plug-in is as sample
position 2000, and the song was started at sample position 0, then the first call to processEvents()



before process() was called, would contain no events in the array. The reason is that the first events
sample start time doesn’t fall into the scope of our first audio block of 1024 samples.

However in the second call to processEvents() the intended time of the event (sample position
2000) falls into the scope of the related process() call. That is, it's somewhere between 1024-2048
samples. The Delta time of the event is relative to the block within which it falls. Meaning our

event that should fall at the absolute sample position of 2000 is sent with a delta time of 976 (2000-
1024).

Therefore, assuming the event is a note and must be played for more than a few samples, the event
is started in this second block at a relative sample position 976, and continues until the end of the
block, before processing would continue in subsequent processEvent() / process() cycles.

This mechanism allows for sample-accurate playback of the notes.

Just as a side issue, the MIDI events resulting from sequencer playback are actually scheduled into
the future, or pre-fetched, to accommodate for audio device latencies. This actually means you get

events some time ahead of the actual playback time in pure MIDI terms. It's a fact, but one that you
as a plug-in developer shouldn’t need to bother about.

Where to go from here

This section has covered only the bare essentials for VstEvents, their Delta-times, and the
relationship between them and the processEvents() and your process() calls. If you are interested in
developing virtual synths then move on the next chapter that extends some of the concepts
introduced here.
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What’s new in VST 2.0
A Soft-Synth Plug-ln Example

There is an example 'synth’ included in this SDK which is intended to show how VstEvents are
handled from the plug-in's side. Note that the actual algorithm is really very bad. It is monophonic,
it's not anti-aliasing, and not even efficient. You will have to solve these issues yourself, but you
may use the example as a template when dealing with VstEvents.

This example assumes that you are entirely familiar with the VST 1.0 specification or have worked
through this document. Hopefully you have found the time to read the ADelay example or better
still the ADelayEdit.

The 'synth' has no interface so it uses the default 'Multi-Fx' type provided by the host. It has 2
‘oscillators’, each with waveform, frequency, and volume controls, each of which sounds on its own
channel.

As with the other examples, we'll start looking at the code right away. The file vstxsynth.h should
look familiar, it's just like in the ADelay example where we have several parameters. Also
vstxsynth.cpp looks almost like ADelay.cpp, with some notable exceptions in that the constructor
calls some interesting AudioEffectX methods:

VstXSynth:VstXSynth (audioMasterCalback audioMaster)
: AudioEflectX (audioMaster, kNumPrograms, kNumParams)
{

programs = new VstXSynthProg ramkNumPrograms;
if (programs)
setProgram O
if (@udioMaster)
{ setNuminputs (0); I noinputs
setNumQutputs (KNumOutputs),  / 2 outputs, 1 for each oscidllator
canProcessReplacng ()
hasVu (faise);
hasCip (false);
isSynth (),
setUniquelD (VXSY); 1 <<<! *must* change thisi!
%nilProceﬁs 0
} suspend ()

Notice the call to setNumOutputs (). You may create an arbitrary number of output channels for a
plug-in but resources may be limited on the host application side, and also too many channels will



confuse the user, so you should make a reasonable decision about the number of output channels to
choose. Also, see below how to declare a pair of channels stereo; and please don't choose an odd
number of channels, as the convention is that a stereo chanraiyaaisstarts on an even indexed

(or odd numbered) channel.

The call to isSynth() is very important. This indicates to the host application that we want our own
channels. In Cubase, this plug will appear in the Vst Instruments rack, and new channels will be
created for each output (as far as available).

The call initProcess() is part of the algorithm which will not be discussed here. All of this can be
found in vstxsynthproc.cpp, where also the very important resume() method can be found:

vod  VstXSynth:resume ()

wantEvents ()
}

If you don’t call this, the synth will not receive any 'MIDI' data from the host application. The reason wt
this will have no effect when called at construction time is that the constructor is called during the 'mai
call, that is, the application has not yet received a pointer to the 'C' interface, in other words, the plug |
no object yet (it doesn't yet 'exist’). A VST plug-in's resume() method is called when the plug is activat
(switched 'on’), before the process() or processReplacing() method is called for the first time, or after
having been de-activated (likewise, suspend() is called when the process is de-activated).

Except for isSynth() and wantEvents() there is nothing really new when compared to ADelay. Now we
should receive some midi from the application, which comes in the form of VstEvents, which are
discussed in detail in the previous section. Scanning VstEvents is done in the processEvents method
you must override:



ong VstXSynth:processEvents (VstEvents* ev)

{
forfongi=G i< ev->numBvents, H+)
{
f (ev-eventfi)>type = kVstMidiType)
continue;
VstVidiEvent* eent= (VstMidEventiev->eventsl;
char* midiData = event>midiData;
long status = midData[0] & Ox0;  / ignoring channel
f (status =0x90 || status =0x80) /weonly look at notes
long note = midiDaia[1] & OX7f,
long  velocity = midiDaia[2] & X7t
f (Status = 0x80)
velocty =0
f (velocity && (hoe =  cumentNote))
notelsOn =false; / note off by velocty 0
eke
noteOn (note, velocy, event->deftaFrames),
}
ele ff (status = 0x0 & midiData[l] = oxre) 1 a  noes of
notelsOn = false;
event++;
}
retum 1 /want more
}

As with everything else that deals with the actual 'functionality’ of this example, this is very raw, and y«
will most probably implement much more sophisticated midi data handling. The rest of this example is
can be seen in the accompanying source file. Build it and have a look through, then go and do it prope

But as described in the section on VST Events, the host will call your processEvents() method with the
events that are valid for the next call to your process() or processReplacing() call. You can assume th
data given to you in the processEvents() function is valid until the point your processing function retur
It is the host’s job to handle this correctly.

The most important feature perhaps of VstEvents is the deltaFrames field. As this defines where preci
an event occurs, it's possible to render ‘MIDI’ events to audio with sample accuracy.
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What’s New in VST 2.0 - Reference Section

AudioEffectX Class - Getting to know the new core class

The following information is intended for those people who have already produced Plug-ins
conforming to the VST 1.0 or are at least fully familiar with the VST 1.0 Specification. Diving in
here as a short cut to learning about VST Plug-ins in general is not going to be very helpful.

Just as the VST 1.0 specification was built around a alatisEffect , the VST 2.0 specification is built
around a new core classdioEffectX . We start with a complete discussion of MadioEffectX  class and
its methods, which declares all new VST 2.0 features as seen from plug-in point of view.

The non- programming comments are in italics blue and right justified

class AudioEflectX : public AudioEflect

so we are 100% compatible with version 1.0, as we derive from AudioEffe

public:
AudioEflectX (audioMasterCalback audioMaster, long numPrograms, long numParams);
same parameters as AudioEffect
virtual ~AudioEfiectX ()

virtual long  dispatcher (ong opCode, long index, long value, void *pr, float opt);

overriding the AudioEffect dispatcher. don't worry, nothing that should concern yot
Il host ae mehodswhichgo  fiom pug o host andae usualy ot overidden
1 'plug ae methodswhich  youmay ovenide toimplement the according functionality foho ¢

also note that a return value of O of either methods almost always indicates 'not implement
/.

"

levents + time

/.

"

/) host
virtual vod  wantEvents (ong fiter = 1);
I fiter & cumently ignored, md channel  daaony  (defaul)
you can't issue this call at construction time,
do so in your resume() method instead if you want to receive VstEvent
vitual VstTimelnfo* getTimelnfo (ong fitex);
I retums const VstTimelnfo* ©rOfnat supported)
I/ fiter should contain a mask  indicating which fields ae requested
Il (see valid masks in aeffectxh), as someiems  may require extensive conversions

see discussion of VstTimelnfo .

virtual long  tempoAt (ong pos);
I retums tempo (hbpm*  10000) at sample frame location <pos>

note that this call may cause heavy calculations on the application sids
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Tempo is returned in Beats Per Minute * 10000.

Sample position and other time info can be obtained though VstTimelnf
bool sendvstEventsToHost (VstEvents* events);, / trueisuccess

see discussion of VstEvents, and Steinberg products implementation isst

I pug

virtual long processBEvents (VstEvents* events) {retum 0}
I/ wants no more...else reum 1!

I VstBEvents ad VstMidEvents ae dedared n aeffectxh

override this to evaluate VstEvents that may be sent to your plug due to a wantsEvent() req

/.
I parameters and programs
/.
/) host
virtual long getNumAutomatableParameters ()
depending on the application's implementation, the number of automatable parameters may be lim
a return value of 0 indicates 'don't know'.

virtual long getParameterQuantization ();

I retums the integer value for +10 representation,
# or1 i ful sngle float precision is maintained
I/ inautormation. parameter index in <value> (Ll any)

when the application stores and restores automation data, or when a user control (like a fader or kno
guantized to integer values, there is some quantization applied related to the floating point value. a re

value of 0 indicates 'don't know' (not implemented).
I pug
virtual bod canParameterBeAutomated (long index) {retum true; }
indicate if a parameter can be automated. obviously only useful when the application supports 1

virtual boo  stingZparameter (long index, char* text) {retum false;}
1l note: nplies  setParameter. text=0 isto be
Il expected to check the  capabilty (retums true).

especially useful for 'multieffect’ type of plug-ins (without user interface). The application can tr
implement a text edit field for the user to set a parameter by entering te

virtual foat  getChannelParameter (long channel, long index) {fretum G}
for internal use of soft synth voices, as a voice may be channel depende
virtual long  getNumCategories () {retum 13}
if you support of more than 1 category (see aeffectx.h), override thi
virtual bod getProgramNamelndexed  (long category, long index, char* tex) fretum false}
allows a host application to list your programs (presets).
virtual bod copyProgam (ong  destination) {retum false}

copy currently selected program to program with index <destination>.

/.
14

1/ connections, configuration
/.

) host
virtual bod ioChanged (); /# tel host numinputs andlor numOultputs has changed
indicate a change of the number of inputs and/or outputs

again, only useful if the hosting application supports this (returng.true
virtual boo needide (; / plug needs ide cals ousde s editor window)
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some plugs need idle calls even when their editor is closec

virtual bool  sizeWindow (ong width, long  height),
request to resize the editor window.
virtual double updateSampleRate ()
Il gets and retums sample rate from host (may issue setSampleRate() )
virtual long  updateBlockSize ()
I same for bock sze

will cause application to call AudioEffect's setSampleRate() and setBlockSize() methods to be c;

(when implemented).
vitual long ~ getinput atency (y
virtual long getOutputlatency ()
get the ASIO latency values. while inputLatency is probably not of concern, outputLatency may be us
conjunction with getTimelnfo() . samplePos of VstTimelnfo is ahead of the 'visual' sequencer play tir

the output latency, such that when outputLatency samples have passed by, our processing result be

audible.
vitual AEflect* getPreviousPlug (ong input);
1 input canbe-lin which casethe  first found isretumed
virtual AEffect* getNextPiug (ong  output);
1 output canbe-lin whchcase the first found i retumed

for future expansion. the argument is an index to a pin, as several plugs may be connected on severa
I pug
virtual vod  inputConnected (Iong index, bodl state) {

I'input at<index> hesbeen  (dis))connected,
virtual vod  outputConnected (long index, bod state) {
I same &s input; state = true; connected

application may issue these calls when implemented
virtual bod  getinputProperties (Iong index, VstPinProperties* properties) {retum false}
virtual bod  getOutputProperties (Iong index, VstPinProperties* properties) {retum false;}
these you should support (see ‘general 2.0 additions’).
all relevant structures like VstPinProperties can be found in aeffectx.t
virtual VstPiugCategory getPlugCategory()

{
if (cEffectflags & effFlagsisSynth)
retum kPlugCategSynth;
retum kPlugCategUnknown;
}
specify a category that fits your plug. see VstPlugCategory enumerator in aeffectx
/.
I reglime
I
) host
virtual long  willProcessReplacing 0

I retums Oz not implemented, 1: replacing, 2 accumulating
if host returns 0, we don't know whether process() or processreplacing() is calle

remember all plugs should really support both methods, it's a matter of copy and paste but |
significantly enhance audio performance. a return value of 1 indicates that host will c:

processReplacing(), otherwise process() will be used.
virtual long getCurrentProcessLevel ()
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Iretums: O not  supported,

11 cumently in user thread (gui)

I12: curertly in audio thread o g (where process i called)

I3: curently in 'sequencer’ thread o g (midi, tmer €t
4 curently offiine processing and thus in user thread

I other: not  defined, but  probably pre-empiing user thread.

a plug is like black box processing some audio coming in on some inputs (if any) and going out of <
outputs (if any). this may be used to do offline or real-time processing, and sometimes it may be desi

to know the current context.
virtual bng getAutomationState 0;

Iretums O: not supported, 10 of,  2read, 3wite, 4readivite SC.
virtual vod  warntAsyncOperation (bodl state =true);
I notify host that we wart o operate asynchronously.
I process() wil retum immedeately; host wil pol getCurrentPosition
1o see fdata are avaiable in time.

support for plug-ins whose processing is actually carried out on external resources (dsp). the idea
use asynchronous processing here; host will call the process() method as always, but the plug will
pass input data to its dsp, and return immediately. now while the external processor does its work
application may call other (native) audio processes which are not depending on the output of this
when host is done, it will poll the plug's getCurrentPosition() method to learn if the external dsp is dc
and then take data from the plugs output buffer (reportDestinationBuffer()), or the 'regular’ output buff
if none is provided. use canHostDo("asyncProcessing") to find out if this functionality is supported by

application.
virtual vod  hasExtemalBufer (bool siate =true);
Nlextemal dsp,mayhae  ther  oan output bufie @bt foal)
Ihost then requests tisvia efiGetDestinationBuiffer

for dma access it may be more efficient for the plug with external dsp to provide its own buff
otherwise, host expects output data in the output buffers passed to process() as us

/) pug
virtual long  reportCurrentPosiion () {retum O}
Ifor extemdl dsp, see wantAsyncOperation ()
vitual float* reportDestinationBuffer () {retum o}
Ilfor extemal dsp (dma  opton)
see wantAsyncOperation.

/.
Il offine
I

/) host

virtual bod off ineRead (VstOfiineTask* offine, VstOffineOption option, bod readSource
rue);

virtual bod  offineWrite (VstOffineTask* offine, VstOffineOption option);

virtual bod  offineStart (VstAudioFle* ptr, long numAudioHies, long numNewAudioH kes);

virtual long ffineGetCurmrentPass ()

virtual long dffineGetCumrentMetaPass ();

/) pug

virtual bod  offineNoatify (VstAudioHie* ptr, long numAudioHies, bodl start) { retum fals €

virtual bod dffinePrepare (VstOfineTask* offiine, long count) fretum false}

virtual bod dffineRun (VstOffineTask* offine, long count) fretum false}

virtual long dffineGetNumPasses () {retum O}

virtual long dffineGetNumMetaPasses () {retum O}
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for a complete discussion of these, see Vst Offline
/.
I other
/.

” /A host
virtual vod  setOutputSamplerate (foat samplerate),

used for variablelo processing (see below).

virtual bod getSpeakerArrangement (VstSpeakerArrangement* plugHninput, VstSpeakerArrangeme r
piucHNOutpLE);
see Vst Surround.
virtual bood  getHostVendorString (char* text);
Il <text> with a sting identifying the vendor (max &4 char)
virtual bod  getHostProductString (char* text);
IHills <text> with a string with product  name (max 64  char)
virtual long getHostVendoVersion ();
Iretums vendor-specific version
virtual long  hostVendorSpecific (ong |AgL, long A2, void* pirArg, float floatArg);
'no definition
virtuial long canHostDo (char* text);
I/ see 'hostCanDos' in audioeffectx.cpp
I retums O: dont know (defaul), 1: yes, -1
virtual vod  isSynth (bodl state = true);
#wil cal wantEvents f tue
virtuial vod noTall (bodl state = true);
I rue: tels host we produce no output when slence comes in
virtual long getHostLanguage ();
Il retums VstHostanguage
#ekk there's a funcion missing here chale — **
/) enables  host o amit process() whenno data ae present onany one input
virtual void* openWindow (VstWindow™; /) ceate new window
virtual bod  doseWindow (VstWindow?), 1 dose anewly created window
Iplug
virtual boo  processVariabl eo (VstVarablelo* vario) {retum false}

used for variablelo processing (see below).

virtual bod  setSpeakerArrangement (VstSpeakerArangement* plugHninpur,

VstSpeakerArrangement* plugHnOutput) {retum false}

see Vst Surround.
virtual void setBlockSizeAndSampleRate (ong blockSize, float sampleRate)
{this>blockSize = blockSize; this>sampleRate = sampleRate’}

more handy than the seperate methods setBlockSize() and setSampleRat
virtual bool  setBypass(bool onOff) {retum false’}
Il for 'soft-bypass; process() il caled
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some plugs need to stay 'alive’ even when bypassed; an example is a surround decoder which has
inputs than outputs and must maintain some reasonable signal distribution even when being bypa

virtual bod getEffectName (char name) fretum false} / name max 32 char
virtual bool  getEnorText (char* text) {retum fase} 1 max 256 cher
virtual boo  getvendorSting (char* text) {retum false}}
Il text wih asting identifying the vendor (max 64 char)
virtual boo  getProductSting (char* text) {retum false’}
Il text with a sting identifying the product name (max64  char)
virtual long  getvendorVersion () {retum O}
I retum vendor-specific version
virtual long  vendorSpecific (ong |Arg, long A2, void ptrArg, float foatArg) {retum O }
Imo definiion, vendor spedific handing
see the documentation and examples of general features of version 2.0 that you should suy
virtual long canDo (char* texd) {retum 0}
I see ‘plugCanDos' in audioeffectx.cpp. retum values:
110: dontt know (defauit), yes, -I: ro
virtual void geticon () {retum o} /I notyet  defined
could be a CBitmap* (see Vst GUI).
virtual bool  setViewPosiion (ong x, long y) fretum false}
virtual long  getGefTaiSize () {retum O}

this should return, in samples, the time it 'sounds out', that is, after what time the response to an i
sample will have dies to zero. for instance, a reverb will have a tail somewhat similar to its reverbarat
time; an IIR will 'never' die, and an FIR will usually die after a short amount of samples. many plugs \

have no tail at all (those should return 1, as a return value of O indicates 'not supported'. the applica
may decide to not call the plug's process method after it sounded out, and no input data are ap|

(silence). you should return 0O if continuous calls to your process methods are requir
virtual long fidke () {retum O}
inretum © a needidie() request, the appication may issue this call once in its idle loop.
virtual bod  getParameterProperties (long index, VstParameterProperties* p) {retum false}

}
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What’s New in VST 2.0 - Reference Section
VST Time Info - Letting the plug-in know what time it is.

Under the VST 2.0 specification a plug may request detailed time information at runtime. If the hosting
application supports this call, it will return a pointer to a VstTimelnfo structure. Note that all time
information at the time of the call is related to the current time slice.

From the plug's point of view, a new time slice starts when either processEvents(), or process() or
processreplacing() is called. Let’s start by looking at the basic VstTimelnfo structure.

struct VstTimelnfo
{
double samplePos; 1 current location
double sampleRate;
double nanoSeconds;  / sysem  fme

double ppaPas; 1 1px

double tempo; J'inbpm

double barStartPos;  / lst bar start, inl pog
double cyceStartPos; /1 1px

double cydeEndPos; /1px

long timeSigNumerator;  / tme  signature
long timeSigDenominator;
long smpteOffset;
long smpteFrameRate;  / 024, 1.25, 22997, 330, 42097 df 530 o
long samplesToNextClock;,  / mich dock resolution @4 ppo), canbe negative
long flags; 1 see below

¥

enum

{

KvstTransportChanged =1,
KvstTransportPlaying =1<<1,
KVstTransportCydeActive =1<<2,
KvstAutomationWriing =1<<§
KvstAutomationReading =1<<7,

I flags which indicate which of the fields nthis VstTimelnfo
Ik are vald, samplePos and sampleRate ae aways vaid
KVstNanosValid =1k 8§

KVstPpgPosValid =19

KVstTempoValid =1<x10,

KvstBarsValid =11,

KVstCyclePosValid =l 12, [ sart and end
KVstTimeSigValid =1<< 13

KVstSmpteValid =1k 14

KVstClockValid =1« 15
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A Plug will request time info by calling the function getTimelnfo(long mask) which returns a
VstTimelnfo pointer (or NULL if not implemented by the host). The mask parameter is composed
of the same flags which will be found in the <flags> field of VstTimelnfo when returned, that is, if
you need information about tempo, the parameter passed to getTimelnfo() should have the
kVstTempoValid flag set.

This request and delivery system is important, as a request like this may cause significant
calculations at the application's end, which may take a lot of our precious time. This obviously
means you should only set those flags that are required to get the information you need. Also please
be aware that requesting information does not necessarily mean that that information is provided in
return. Check the flag field in the VstTimelnfo structure to see if your request was actually met.

So looking at the VstTimelnfo structure more closely:

struct VstTimelnfo
{

double samplePas; 1 current location
double sampleRate;

these must always be valid, and should not cost a lot to ask fo

Note that samplePos may jump backwards in cycle mode
double nanoSeconds;  / system  fme

System Time related to samplePos (which is related to the first sample in the buffers passed t
process() methods). system time is derived from timeGetTime() on WINDOWS platforms, Microseco

on MAC platform, UST for MOTIF, and BTimeSource::RealTime () for BEOS
double ppgPas; 1 1px

the quarter position related to samplePos. as this is a floating point value, it can be easily converte
any scale. provided that the tempo is also given, any linear positions (like samples, smpte) can al:

calculated precisely.
double tempo; /'nbpm

tempo in Beats Per Minute (no scaling).
double barStartPos;  / bstber s, inlpy
useful in conjunction with Time Signature, or to calculate a precise sample position of a beat or ot

measure.
double cydeStartPos;  /1pq
double cydeEndPos;, 1 1pmg
locator positions in quarter notes. note the kVstTransportCycleActive flac
long timeSigNumerator;  / me  signature
long timeSigDenominator;
Time Signature; 1/4 has timeSigNumerator == 1 and timeSigDenominator ==
long smpteOfiset;
in SMPTE subframes (bits; 1/80 of a frame). the current smpte position can be calculated u:
samplePos, sampleRate, and smpteFrameRate
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long smpieFrameRate; | 0:24, 125, 22997, 330, 42997 o 530 of

SMPTE format.
long samplesToNextClock;, / midi dock resolution 4 ppg), canbe negative

the distance to the next midi clock (24 ppq, pulses per quarter) in samples. unless samplePos
precicely on a midi clock, this will either be negative such that the previous midi clock is addressec
positive when referencing the following (future) midi clock.
long flags;
discussion of flags:
KVstTransportChanged
something has changed. this is not restricted to start/sop, or location changes but may also be set (c

to indicate other changes like tempo, cycle state or positions ett

KVstTransportPlaying
Sequencer is started (running).
KVstTransportCydeActive
Cycle mode is active.
KVstAutomationhiting
Automation Write mode is activated.
KVstAutomationReading
Automation Write mode is activated.
KVstNanosValid
the nanoSeconds field in this VstTimelnfo is valid (or requested from getTirflelhfo
KVstPpgPosValid
the ppgPos field in this VstTimelnfo is valid (or requested from getTimelnfo ()
KVstTempoValid
the tempo field in this VstTimelnfo is valid (or requested from getTimelnfo ()
KvstBarsValid

the barStartPos field in thisVstTimelnfo is valid (or requested from getTimelnfo ()).
KVStCycePosValid
the cycleStartPos and cycleEndPos fields in this VstTimelnfo are valid (or requested from getTimelnfc

KVstTimeSigValid
the timeSigNumerator and timeSigDenominator fields in this VstTimelnfo are valid (or requested fi
getTimelnfo ()).

KVstSmpteValid

the smpteOffset and smpteFrameRate fields in this VstTimelnfo are valid (or requested from getTim
0)-

KVstClockValid

the samplesToNextClock field in this VstTimelnfo is valid (or requested from getTimelnfo
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What’s New in VST 2.0 - Reference Section
VST Offline Processing

Introduction

The VST offline interface is a powerful API that allows a plug-in to freely read audio files open in
the host, to transform them or to generate new audio files. The main features are:

* The plug-in controls reading/writing of audio samples by sending commands to the host
(this approach is the reverse of the mechanism used in the real-time interface).

* A plug-in can read, simultaneously and with random-access, any number of files open in the host.
* A plug-in can overwrite part or all of any open file in the host, with random access.
* A plug-in can create one or more files (temporary ones or not).

* Any file created by the plug-in can be freely re-read and overwritten, with random access, during
the process.

* Thanks to "delayed overwriting”, original samples in source files are preserved in all cases and
can be read again, at will and at any time during a process.

* Not only audio can be read/written in files: markers can be created; sample selection can be set;
edit cursor can be moved. Moreover, custom parameters can be written along a file, with a time
stamp, and read again later, by the same plug-in or another one.

* No stereo assumption: could be used for multi-channel files, if the host supports it.
* An offline plug-in can be used as a file transformer, as a file analyzer or as a file generator.

* An offline plug-in does not deal directly with file i/o and file formats: it just sends read and write
commands with float buffers, resulting in great simplification.

* An offline-capable plug-in is notified by the host anytime a change occurs in the set of files
available for editing (new open file, transformed file, new marker created in a file, etc.). This allows
the plug-in, if necessary, to update its user interface according to the context (e.g. new file with the
focus; or to show a list of files to pick from; etc.).



Declaring an offline plug-in

The host knows if a given plug-in supports the offline interface through the canDo function, as
follows:

If canDo ("offline") is true, the plug-in supports the offline interface

If canDo ("noRealTime") is true, the plug-in only supports the offline interface

Overview of the interface

Three structures are dedicated to the offline interface:
VstOffineTask
VstAudioFile
VstAudioFleMarker

There are also three enums:
VstOffineTaskHags
VstAudioFleFlags
VstOffineOption

Three host opcodes are defined:
audioMasterOffineStart
audioMasterOffineRead
audioMasterOffine\White

with the corresponding functions in AudioEffectX:

boal offineStart(\VstAudioFile* pir, long numAudioHies, long numNewAudioHies);
boal offineR ead(VstOffineTask* offine, VstOffineOption option, bod readSource =true);
boadl dffineWhite(VstOffineTask* offine, VstOffineOption option);

Three plug-in opcodes are defined:
effOffineNotiy,
efiofiinePrepare,
efiOffineRun,

with the corresponding functions in AudioEffectX:

vod offineNotify(VstAudioFie* ptr, long numAudioHies, bodl start);
boal offinePrepare(VstOfiineTask* offine, long court);
boadl offineRun(VstOffineTask* offiine, long coun);

An offline process results from a nested sequence of calls, as follows:
1) The host calls offlineNotify, passing an array of VstAudioFile structures that describe all files
that can be read and written. There is also a "start" argument that indicates to the plug-in whether



the process should begin or not. The "start" argument is true e.g. after the user presses the "Process"
button (which should be under the host control). The "start" argument is false if the call results
from any change in the file environment of the host.

2) In its implementation of offlineNotify, the plug-in states which file(s) it wants to read and write,
by setting flags in the VstAudioFile structures. Then the plug-in calls the function offlineStart. The
last argument of offlineStart allows the plug-in to create one or more new files.

3) In its implementation of offlineStart, the host initializes an array of VstOfflineTask structures,
one for each file to read or/and write. Then the host calls: offlinePrepare.

4) In its implementation of offlinePrepare, the plug-in continues the initialization of the
VstOfflineTask structures (eg. set the sample rate and number of channels in new files).

5) If offlinePrepare returns true, the host finalizes the preparation of the VstOfflineTask structures
(eg. allocate i/o audio buffers), then calls offlineRun.

6) In its implementation of offlineRun, the plug-in can call the host functions offlineRead and
offlineWrite at will, until its audio processing is completed. The approach is therefore opposite to
the realtime interface: the plug-in here instructs the host about which files to read and write, in
which order, at which rate.

A small diagram can illustrate the nested sequence of calls. Functions in red are called by the host
and implemented by the plug-in. Functions in blue are called by the plug-in and implemented by the
host.

offineNotify
{

{
offinePrepare
offineRun

{

offineRead
offineWiite

offineStart



Details of the interface

struct VstAudioHle

This structure describes an audio file already open in the host. This description is system-
independent: no file path is specified. A plug-in does not query the host about available files;
instead, it gets informed about the available files when the host calls the function offlineNotify.
Note: there is an option, however, to force the host to send a notification (see
kVstOfflineQueryFiles).

The host sets all the members of this structure, unless notified otherwise.

long flegs
See enum VstAudioFileFlags. Both host and plug-in can set flags.

void* hostOwned
Any data private to host.

voic pugOwned

Any data private to plug-in. This value is (optionally) set by the plug-in in its implementation of
offlineNotify. This value is then copied by the host into the VstOfflineTask structure (plugOwned
member), when offlineStart is called (this allows the plug-in, if necessary, to make a link between
the offlineNotify call and the offlinePrepare/offlineRun calls).

char  namef100]

Name of the file (no path, just name without any file extension). This can be used by the plug-in to dis
in its user interface the list of all files available for processing. This is useful if the plug-in requires the
user to select more than one file to perform its job (eg. mixer, file comparer, etc...).

long uniqueld

This value identifies a file instance in the host, during a session. Not two file instances must ever get t
same ID during a session. If a file gets closed and is reopen later, it must be attributed an ID that was
never attributed so far during the session. From the host side, this can be easily implemented with a s
global counter.

This ID can be a useful reference for a plug-in, if its user interface maintains a list of files that the user
select.

double sampleRate
sample rate of the file

long numChannels
number of channels: 1 for mono, 2 for stereo, etc...

double numFames
number of frames in the audio file



long format
reserved for future. Currently 0.

double editCursorPosition
frame index of the edit cursor, or -1 if no such cursor exists. This member represents the "edit-cursor”
position, if any, but never the "playback-cursor" position.

double selectionStart
frame index of first selected frame, or -1 if there is no selection

double selectionSize
number of frames in selection. Zero if no selection.

long  selectedChannelsMask
Bit mask describing which channels are selected. One bit per channel. Eg. value 3 means that both
channels of a stereo file are selected.

ong numMarkers
number of markers in the file. The plug-in can use offlineRead to get details about the markers.

long  timeRulerUnit
If the plug-in needs to display time values, it might be nice to match the unit system selected by the us
for the file in the host. This is the reason why this member, and the following ones, are provided. Poss
values:

0: undefined

1: samples units

2: hours/minutes/seconds/milliseconds

3: smpte

4: measures and beats

double imeRulerOffset
frame offset of the time ruler for the window that displays the audio file. Usually O but could be negativ
or positive.

double tempo
-1 if not used by the file's time ruler, else BPM units.

long tmeSigNumerator

-1 if not used by the file's time ruler, else number of beats per measure
long  tmeSigDenominator

-1 if not used by the file's time ruler, else number of beats per whole note



long  ticksPerBlackNote
-1 if not used by the file's time ruler, else sequencer resolution

long smpteFameRate
-1 if not used by the file's time ruler, else refers to VstTimelnfo for the meaning.

enum VstAudioFHleHags

This refers to the possible flags for the member flag of the structure VstAudioFile:

The host sets its flags before calling offlineNotify.

The plug-in sets its flags in its implementation of offlineNotify, before calling offlineStart.

KvstOffineReadOnly
Set by host. Means that the file can't be modified, it can only be read. If the plug-in tries to write it
later, the host should return false from offlineWrite.

KvstOfineNoRateConversion
Set by host. Means that the file can't have its sample rate modified.

KvstOffineNoChannelChange
Set by host. Means that the number of channels can't be changed (eg. the host might not allow an in-|
mono to stereo conversion).

KvstOffineCanProcessSelection

Set by the plug-in if its process can be applied to a limited part of a file. If no selection exists, the entir
file range is used. The host checks this flag and, accordingly, initializes the members
positionToProcessFrom and numFramesToProcess in the structure VstOfflineTask.

Setting this flag is a common case, but a counter example is e.g. a sample rate converter (the sample
is global to a file and can't be applied to a limited part of a file).

KvstOffineNoCrossfade

Consider the case of a plug-in transforming only a part of a file. To avoid a click at the edges (betweet
processed part and the non-processed part) the host might perform a short crossfade with the old san
according to user preferences. However, a plug-in might want to reject this option for some reasons (e
the plug-in performs a local glitch restoration and wants to perform the crossfade itself). In that case, t
plug-in should set this flag to instruct the host not to perform any crossfade.

KvstOffineWantRead

If the plug-in wants to read the file, it should set this flag. E.g. a signal-generator plug-in would never s
that flag. If this flag is not set and the plug-in tries to read the file later, the host should return false frot
offlineRead.



KvstOffine\Wanthite

If the plug-in wants to overwrite part or the entire file, it should set this flag. E.g. an analyzer plug-
in would never set that flag.

Note: as an alternative, the plug-in can choose to create a new file, rather than overwriting the
source file (see offlineStart).

If this flag is not set and the plug-in tries to write the file later, the host should return false from
offlineWrite.

KvstOfineWantWriteMarker
If the plug-in wants to modify or create markers in the file, it should set this flag. If this flag is not set al
the plug-in tries to move or create a marker later, the host should return false from offlineWrite.

KvstOffineWantMoveCursor
If the plug-in wants to move the edit-cursor of the file, it should set this flag. If this flag is not set and tf
plug-in tries to move the edit-cursor later, the host should return false from offlineWrite.

KvstOffineWantSelect
If the plug-in wants to select samples in the file, it should set this flag. If this flag is not set and the plut
tries to select samples later, the host should return false from offlineWrite.

struct VstOffineTask

This structure is used in offlinePrepare, offlineRun, offineRead and offlineWrite functions. Its main
purpose is to be a parameter-holder to instruct the host to read/write an existing file, or to write a new
However, it can also be used as a parameter-holder for other purposes, as we shall see later (see
VstOfflineOption). Thus, certain members of this structure have a different meaning according to the
option selected when calling offineRead and offlineWrite. For the sake of simplicity, we now mainly
cover the common case of reading/writing audio samples.

An important principle to understand from the beginning, is that each file which is read or/and written i
associated with a single VstOfflineTask structure.

char  processName[96]
Set by plug-in in offlinePrepare. The host to label the process can use this name. E.g. the host might

display that name in a menu entry called "Undo ....".

If the process uses multiple VstOfflineTask structures, only the first one needs to have this field set (o
other VstOfflineTask structures should have the same label).

This field might be erased later during the process, therefore the host should make a copy of it.

double readPosition

Position, as frames, of the read "head" in the audio file. Set both by plug-in and host:

This value should be set by the plug-in, before calling offlineRead, to instruct the host.

On the other hand, the host updates the value to reflect the read position after the call to offlineRead.



double witePositon

Position, as frames, of the write "head" in the audio file. Set both by plug-in and host:

This value should be set by the plug-in, before calling offlineWrite, to instruct the host.

On the other hand, the host updates the value to reflect the write position after the call to offlineWrite.

long  readCount

Number of audio frames to read.

Set by plug-in, before calling offineRead.

When returning from offlineRead, readCount contains the number of actually read frames. If the plug-i
tries to read beyond the end of the file (not considered as an error), the float buffers are completed wi
blank frames by the host. In that case, the number of blank frames is returned in the member value. Ir
other words, the sum (readCount + value) after the call is equal to the value of readCount before the ¢

long  witeCount

Number of audio frames to write.

Set by plug-in, before calling offlineWrite.

Never set by the host. If the host can't write the samples because of a disk-full situation, the host shot
return false from offlineWrite.

long  szelnputBuffer

Size, as frames, of the audio input buffer. Set by host before calling offlineRun. This value remains
unchanged during the whole process. A plug-in can't read more than this number of samples in a sing
call to offlineRead.

long  sizeOutputBuffer

Size, as frames, of the audio output buffer. Set by host before calling offlineRun. This value remains
unchanged during the whole process. A plug-in can't write more than this number of samples in a sing
call to offlineWrite.

void* inputBuffer

void*  outputBuffer

Both set by host, before calling offineRun. The actual type of the pointer depends on the channel moc
the plug-in has set the flag kVstOfflinelnterleavedAudio, then the type is float* (array of interleaved

samples). In the other case, the type is float** (array of array of samples). The latter is the standard ce

double  posiionToProcessFrom
double numFamesToProcess

Set by host, according to the flags set in enum VstAudioFileFlags. This defines the frame range that tl
plug-in should read for its process.

If required for its algorithm, the plug-in is allowed to read before and after this range (if the range is a
subset of the file), but only that range of samples should be transformed.
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double maxFramesToWite

Set by plug-in in offlinePrepare. This value could be used by the host for optimization purposes (to sel
a proper write algorithm), and also to check if the disk space is sufficient before starting the process.
If the plug-in writes no audio, this value should be 0.

If the number of written samples is the same as the number of read samples, this value should be eqt
numFramesToProcess.

If the plug-ins does not know exactly the number of frames, this value should be an approximate value
large enough for sure, but as small as possible (if the plug-in later tries to write more frames than this
number, an error would be issued by the host).

If the plug-ins does not know at all, this value should be -1 (this is the default value of this member).

void* extraBuffer
This is set by the plug-in. This is a buffer which is used to read/write other data than audio. Meaning
depends on the offlineRead/offlineWrite option (see VstOfflineOption).

long value
Set by plug-in or host. Meaning depends on the offlineRead/offlineWrite option (see VstOfflineOption)

long index

Set by plug-in or host. Meaning depends on the offlineRead/offlineWrite option (see VstOfflineOption)
This value is also optionally set by the plug-in during offlinePrepare, as follows:

If the plug-in generates a new file out of an existing file, then it should initialize this value with the inde
of the VstOfflineTask structure corresponding to the source file. This is not mandatory, but this info co
be of interest for the host. Be default, index is -1 when offlinePrepare is called.

double  numFramesinSourceFile

Number of frames in source file. This is set by the host in offlineStart. This value is only set for existing
source files.

If the VstOfflineTask structure refers to a file created by the host on behalf of the plug-in, this value is

double sourceSampleRate

Sample rate of the source file. Set by host.

If the VstOfflineTask structure refers to a file created by the host on behalf of the plug-in, this value is
In that case, the plug-in must initialize this value when offlinePrepare is called (in that case, same valt
destinationSampleRate).

doube  destinationSampleRate

Sample rate of the destination file. Set by plug-in in offlinePrepare (but previously initialized by host a:
sourceSampleRate).

If the VstOfflineTask structure refers to a file created by the host on behalf of the plug-in, this value is
In that case, the plug-in must initialize this value when offlinePrepare is called (in that case, same valt
sourceSampleRate).
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long  numSourceChannels

Number of channels in the source file. Set by host.

Note: if the mode kVstOfflineCanProcessSelection is active, and if only one channel of a stereo file is
selected, then numSourceChannels should be set to 1. In that case, the file appears as a mono file frc
plug-in point of view.

If the VstOfflineTask structure refers to a file created by the host on behalf of the plug-in, this value is
In that case, the plug-in must initialize this value when offlinePrepare is called (in that case, same valt
numDestinationChannels).

long  numDestinationChannels

Number of channels in the destination file. Set by plug-in in offlinePrepare (but previously initialized by
host as numSourceChannels). This value is required for the host to allocate the proper outputBuffer.
If the VstOfflineTask structure refers to a file created by the host on behalf of the plug-in, this value is
In that case, the plug-in must initialize this value when offlinePrepare is called (in that case, same valt
numSourceChannels).

long  sourceFommat
Reserved for future. Set by host.

long  destinationFormat
Reserved for future. Set by plug-in.

char ouputText  [p12]
There are three uses for this member:

If the plug-in has instructed the host to create a new file (see offlineStart), then the plug-in can optione
provide its name in this member, with a fully qualified path (this file name must be selected by the use
from the plug-in user interface). In that case, the file is saved by the host in the default audio file forme
for the platform (this could also be a host specific option). This name has to be initialized when
offlinePrepare is called.

Note: the host, if a demo version, might reject this option!

If outputText is empty (common case), then the host creates the file in a folder dedicated to temporary
files. Later, it's up to the user to save the file from the host.

Before returning from a function with false, the plug-in can set the flag kVstOfflinePlugError and then
(over)write the outputText member. In that case, the host should display the message to the user.

If the host sets the flag kVstOfflineUnvalidParameter, then the host might as well fill up the outputText
member, to give a hint to the plug-in, for pure debugging purposes.

double progress

Set by plug-in to inform the host about the current progress of the whole operation. The value must be
the range 0O to 1. If the value is not in this range (e.g. -1), the host must ignore it.

The plug-in should, if possible, update this value each time before calling offineRead and offlineWrite
(this would give the host enough occasions to update a progress indicator to give feedback to the use



If the process has to perform several "passes”, the progress value is allowed to go from 0 to 1 several
times. However, ideally, a single O to 1 pass is better for the user's feedback.

The progress value is meant to be global: if there are several VstOfflineTask involved, the progress veé
should be "independent” from each task (yet, this global progress should be set in each VstOfflineTas
structure passed to VstOfflineTask and offlineWrite calls).

long  progressMode
Reserved for the future.

char  progressText100]
Set by plug-in, to describe what's going on. Can be updated any time. Optional.

long fegs
Set by host and plug-in. See enum VstOfflineTaskFlags.

long reumValue
Reserved for the future.

void* hostOwned
any data private to host

void* plugOwned

Any data private to plug-in. This value is firstly initialized by the host, in offlineStart, with the value of
the member plugOwned from the structure VstAudioFile (if the VstOfflineTask corresponds to an exist
file).

enum VstOfflineTaskFlags

KvstOfineUnvalidParameter
Sets by host if the plug-in passes an unvalid parameter. In that case, the host might fill up the membe
outputText, to give a hint to the plug-in, for debugging purposes.

KvstOffineNewrHie
Set by the host to indicate that this VstOfflineTask represents a task that creates/reads/writes a new fi

KvstOffinePlugErmor

If an error happens in the plug-in itself (not an error notified by the host), then the plug-in could option:
set this flag before returning false from its function to indicate to the host that the member outputText
(now) contains a description of the error. The host is then in charge of displaying the message to the
The plug-in should never try to display itself an error message from the offlineRun function, since
offlineRun could happen in a background task.



KvstOffinelntereavedAudio
The plug-in should set this flag if it wants to get data in interleaved format. By default, this is not the cz

KvstOffine TempOutputFie

The plug-in should set this flag in offlinePrepare, if the file to create must be a temporary one. In that
case, the file is deleted at the end of the process (else, the file is usually open by the host at the end c
process).

This flag can obviously be set only for a new file, not for an existing file.

KvstOffineHoatOutputie
If the plug-in needs creating a file made of float samples, this flag should be set. Else, the default file

format is dependant on the host (could be 16 bit, 24 bit, float...). This can be useful if the plug-in need:
store temporary results to disk, without fear of clipping.

KvstOffineRandomWiite

If the plug-in needs to write randomly (not sequentially) a file, it should set this flag. This flag should al
be set if the file is to be written sequentially more than once. This is a hint for the host to select a prop
writing procedure. If this flag is not set, the host could return false from offlineWrite, if the plug-in
attempts a non-sequential writing.

KvstOffineStretch

If the plug-in time-stretches part or all of a file (eg. resampling), it should set this flag. This instructs th
host to move and stretch the relative file markers, if any, to match the change. This also is of great
importance in mode "process-selection” (see kVstOfflineCanProcessSelection), as it instructs the hos
replace only the selection, whatever the number of written samples. Let's take an example: if there are
10000 selected input samples (from 0 to 9999) and 20000 samples are output by the plug-in, then:

1) if the flag kVstOfflineStretch is set: the host simply replaces the samples 0-9999 with the new 2000
samples, and also moves/stretches the file markers as required. Note that this requires the host to "pt
the samples above position 20000 (to insert the 10000 new samples).

2) if the flag kVstOfflineStretch is not set: the host replaces the samples 0-19999 with the new 20000
samples (eg. echo plug-in that reads samples beyond the end of the selection, to merge the tail of the
echo).

KvstOffineNoThread

The host might either create a background thread to run the process, or run it inside the main applicat
thread. The plug-in does not decide about this. However, it can happen that a process is so short that
creating a thread would be a waste of time. In that case, the plug-in can set this flag as a hint to the he
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struct VstAudioFileMarker

double pasiion
Position of the marker

char  name[37]
Name of the marker

long type
The host might not support all types. We currently define:

0: undefined

1: generic marker

2: temporary marker (not saved with the file)

3: loop start marker

4: loop end marker

5: section start (whatever "section" might mean for the host)

6: section end

long d

This value is set by the host to identify a marker in a file. It can be any value but O, which is reserved t
indicate a new marker (see option kVstOfflineMarker). Not two markers can ever get the same ID for
given file.

enum VstOfflineOption
The functions offlineRead and offlineWrite have an argument (VstOfflineOption) that allows to read/wr
different types of data. Let's see what these options are:

KvstOffineAudio

Use this option to read/write audio samples. See also description of VstOfflineTask.

Reading can happen randomly. This means that any time during the process, a plug-in is allowed to jt
at any frame position and read from that point.

Random reading can occur either in a read-only file or in a file currently being written.

If a plug-in tries to read beyond the end of the file (not to be considered as an error by the host), the
buffers are completed with blank samples by the host. See comments about readCount on that subjec
Writing can happen randomly. This means that a file can be (over)written any number of times and in
order. See kVstOffineRandomWrite.

If writing is to happen at a position beyond the end of the file, the host must extend the file as requirec
fill the gap with zeroes.

Delayed overwriting. When a plug-in tries to overwrite part of an existing source file, the host should ir
fact write the samples in a separate file. When the process is finished, it's up to the host to actually re
the source samples. This feature is required to let to the plug-in have the possibility to read the origine
samples at any time during a process.
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One important consequence of the above feature is that any writing, whatever the situation, always oc
in a new - possibly temporary - file. This is why all write positions that a plug-in ever specifies, should

always relate to the origin Zero.

E.g. if a plug-in wants to overwrite samples [10000-19999], it should specify write position in the range
[0-9999]. It's up to the host to do the rest, later, to achieve the desired effect.

A plug-in can never "overwrite" before the position given by the member positionToProcessFrom; it is
only possible to overwrite a continuous block starting from positionToProcessFrom. If the plug-in start
overwriting after positionToProcessFrom, the gap if filled up with blank samples.

To ease the undo/redo handling of the host (usually based on audio blocks), there is a rule to obey wi
"overwriting" a source file:

Only one continuous segment of a source file can be overwritten during a single task. E.qg. it is not allc
to overwrite samples 0 to 10000 then samples 50000 to 60000, hoping that intermediary samples are
preserved. If a plug-in does so, the result is undefined. However, if a plug-in really needs to do so, it n
simply transfer itself the intermediary samples.

KvstOffinePeaks

The plug-in Ul might need to display part or all of a file. Reading a whole file (for display purposes) is
time consuming operation; this is why most hosts maintain a "peak file" that stores a "summary" of the
audio file. With the kVstOfflinePeaks option, a plug-in can benefit from this host functionality. This
option is only to be used with offlineRead, not offlineWrite. The required parameters of VstOfflineTask
are the following ones:

positionToProcessFrom: set by plug-in. The frame index to display from.

numFramesToProcess: set by plug-in. The number of frames to display.

writeCount: set by host. This represents how many elements of pixel information have been stored by
host in the buffer.

value: set by plug-in. This is the zoom factor: it represents the desired number of frames to display pe
screen pixel.

index: set by host, see further.

inputBuffer: set by host. The elements of the array are not 32 bit float values, but pairs of 16 bit intege
An element of the array could be represented as follows:

struct { int16 y1; int16 y2; }

There are two ways to interpret the data written by the host into the buffer:

If the member index is set to O by the host, then the sound view is much "compressed". In that case, &
at a given position is represented by a vertical line below and above the horizontal axis of the display.
value y1 represents the positive coordinate, above the axis, and the y2 coordinate, the negative value
below the axis.

yl is always in the range 0 to 32767. It has to be scaled by the plug-in, according to its display's heigl
y2 is always in the range -32767 to O. It has to be scaled by the plug-in, according to its display's heig
If the member index is set to 1 by the host, then the sound view is less "compressed” and should be
displayed as a continuous curve.
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In this case, y1 is always in the range -32767 to 32767. It has to be scaled by the plug-in, according tc
display's height.

y2 is always 0 and should be ignored.

Note: since the buffer that is used with this option is the buffer normally used for audio samples, the p
data is interleaved or not, according to the mode kVstOfflinelnterleavedAudio, as selected for that
VstOfflineTask structure.

It is only possible to call this function on a source file, not on a file being written during a process.

If the host does not implement this function, offineRead returns false. The plug-in could then read itse
the audio (kVstOfflineAudio option) to display the wave.

KvstOffineParameter

If the host supports this option, the plug-in can read and write parameters along the audio-file. A
"parameter” is a float value or byte array. Each parameter is attributed an index (e.g. if there are 3 floc
values and 2 arrays, the indexes go from 0 to 4).

Examples of use: parameter automation; storage of meta-information (e.g. pitch) usable by the same |
in, later during the same process, or in another process by another plug-in, etc.

The host is free to implement the underlying parameter storage, as it likes. However, it is easy to
understand that parameters should be stored in a sorted vector, each one attached to a frame index.
The parameters are usually maintained in RAM by the host, therefore the plug-in should not over-use
feature and for instance write one parameter per sample!

The host might choose to save the parameters into a project-file, or to embed them into the audio file
header, or not to save them at all (ie. all parameters get erased when the audio file closes).

Writing parameters with offlineWrite:

processName: name of the parameter family.

If a plug-in X writes parameters to a file, then a plug-in Y can retrieve the parameters only if it provide:
the right family name.

The name must be made unique enough, to prevent any clash.

This member only needs to be set for the first parameter to record during the process.

If this first parameter belongs to a new family, the host destroys all previously stored parameters.
value: version of the parameter family. Freely under the control of the plug-in. This member only need
be set for the first parameter to record during the process.

index: index of parameter to write.

writeCount: O if writing a float parameter, else byte size of the parameter array.

extraBuffer: buffer allocated by the plug-in to pass the parameter.

For writing a float, this pointer is actually a float* pointer, else this is a pointer to the array.

If this pointer is NULL, then the parameter at that position, if any, is deleted.

If this pointer is NULL and the writePosition is negative, all parameters are erased.

writePosition: position where to write the parameter.

Since parameters are not stored "inside" the audio samples, it does not matter if the write position is
temporarily beyond the end of the audio file.



=

For the sake of simplicity (when reading back later), it is not possible to write more than one paramete
a given position. If this happens, the old parameter gets erased.

If this parameter is negative and extraBuffer is NULL, all parameters get erased.

Reading parameters with offlineRead:

At the beginning, the plug-in is usually ignorant about what parameters are stored, and where. The firs
call to offlineRead is therefore a special one, as follows:

The plug-in initializes the member extraBuffer to O and the member readPosition to the position it wan
to get informed about (usually, 0). When returning from offlineRead, the host has initialized the followi
parameters:

processName: name of the parameter family, or nothing if no recorded parameter. If the name of this
parameter family is not supported by the plug-in, the plug-in should not try to read the parameters.
value: version of the recorded parameter family. Might be useful for the plug-in.

readPosition: the frame index at which the next parameter is found (this value was unchanged by the
if there was already a parameter there).

readCount: if the parameter is an array, this is its size (as bytes), else the value is 0.

index: the index of the parameter, or -1 if no parameter was found

In order to retrieve the parameters one by one, the plug-in can then use offlineRead in the following w
Input parameters, as set by the plug-in before calling offlineRead:

readCount: should be 0 when retrieving a float parameter, else indicates the size of the buffer, as byte
receive the array.

extraBuffer: buffer allocated by the plug-in to receive the parameter. If the parameter is a float, this
pointer is actually a float* pointer, else this is a pointer to an array.

readPosition: position where to read the parameter. If there is no parameter at this position, the host
returns false.

index: index of the parameter to retrieve.

Output parameters, as set by the host after calling offlineRead:

index: index of the next parameter, else -1.

readPosition: position of next recorded parameter, or -1 if no more parameter. This is an useful hint fo
plug-in, to make it easy and fast to retrieve sequentially all recorded parameters.

readCount: if the next parameter is a float, this value is 0. If it is an array, this value is the byte-size of
array.

KvstOfineMarker

With this option, the plug-in can create one or more markers in the file, or move existing ones.

To know which markers currently exist in a given file, the plug-in can use offlineRead, with the followir
parameters:

extraBuffer: buffer allocated by the plug-in, to receive a copy of the markers. If this value is NULL, the
offineRead sets the number of markers into the member readCount. This is a way for the plug-in to kr
how many markers exist in the file, and therefore to allocate a proper buffer size (and call again
offlineRead).
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readCount: the size of the buffer (number of VstAudioFileMarker elements). If this size is not equal to
current number of markers, the offlineRead function should return false.

To write new markers:

extraBuffer: a buffer allocated by the plug-in that holds the markers to create, and only them.
writeCount: the number of markers in the buffer.

Important: the member id of a marker to create must be 0. When returning from the offlineWrite functic
the id of the marker has been initialized by the host (it could be reused by the plug-in to move the mar
later).

To move existing markers:

extraBuffer: a buffer allocated by the plug-in that holds the markers to move.

These markers must have been previously retrieved through offlineRead.

The host identifies the markers to move by checking the id member of the markers.

The position member of a marker structure represents the new position that a marker should adopt.

If position is -1, then the host deletes the markers.

writeCount: the number of markers in the buffer.

To copy markers from one file to another:

If the plug-in creates a new file out of a source file, it might be convenient to copy the source file mark
into the new file. In this case, the plug-in can call the offlineWrite function with the following parameter
extraBuffer: NULL

index: index of the VstOfflineTask structure that corresponds to the source file.

KvstOffineCursor

By calling offlineRead with this option, the plug-in retrieves the file's edit-cursor position:

readPosition: position of the cursor, or -1 if no edit-cursor

index: bit mask describing on which channel(s) lies the edit-cursor.

To move the edit cursor to a certain location, the plug-in should initialize the following members:
writePosition: position of the cursor

index: bit mask describing on which channel(s) should lie the edit-cursor. -1 means all channels. If the
host does not support the placement of the edit-cursor on individual channels, it should ignore this
parameter.

It's worth noting that "edit-cursor” position does not mean "playback-cursor" position.

KvstOffineSelection

By calling offlineRead with this option, the plug-in retrieves the current sample selection in the file:
positionToProcessFrom: the first selected frame, or -1

numFramesToProcess: the size of the selection, or O

index: bit mask describing which channel(s) are selected

To set a selection in the file, the plug-in should initialize the above members.

If the host does not support the selection of individual channels, it should ignore index and select all
channels.

If the host does not support sample selections, offlineWrite should return false.
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KvstOffineQueryFies

If the plug-in desires to get notified about which files are available in the host, it should call offlineRea
with this option.

The first parameter of offlineRead (VstOfflineTask*) should be NULL. On receiving this call, the host
should call, immedialty or later, offlineNotify, with the start parameter set to false. In other words, the
kVstOfflineQueryFiles option is a way to force the host to call offlineNotify, in order to get informed
about open files (normally, the host only calls offlineNotify if a change happens in the set of open files
It is important to insist on the fact that the host is free to call kVstOfflineQueryFiles asynchronously, ie
not immediatly when kVstOfflineQueryFiles is called.

Normally, this option is only used if the plug-in needs to be notified about the file information, in order
update its user interface.

Functions

bool  offineNotfy(VstAudioFie* pir, long numAudioFiles,  bool Starf)
The host calls this plug-in function in two cases:

When the plug-in's process is to be executed. E.g. the user has pressed the "Process" button. In that
the "start" parameter is true.

Anytime a change happens in the set of files open in the host. In that case, the "start" parameter is fal
The purpose of this notification is to give the plug-in a chance to update its user interface according tc
host environment. For example:

The plug-in might display the list of all files available for processing; this list needs to be updated if a r
file is open or closed in the host.

The plug-in might display some information about the file with the focus: this needs to change if a new
file gains the focus.

Etc...

Tip: since the VstAudioFile structure contains parameters that are likely to often change, such as curs
position or sample selection, the offlineNotify function might be called often. Therefore, a good design
a plug-in that needs to update its user interface would be to cache the VstAudioFile settings, so as to
actually update its user interface only when really required (eg. if the plug-in does not care about the e
cursor position in a file. It should not update its user-interface only if the edit-cursor position happens 1
move in a file).

The host as aparameter passes an array of VstAudioFile structures.

The number of elements in this array is given by the parameter numAudioFiles.

numAudioFiles is O if there is no open file in the host, and in that case, the parameter "ptr" is NULL.
The first element of the array always represents the file with the focus.

If the "start" argument is true, the plug-in should start the process by calling offlineStart. Else, the plug
might, or might not, starts a read-only process, to update its user-interface. See offlineStart.
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Whatever the state of the start argument, the plug-in should return false from the function if it can't
process the file(s) open in the host. E.g. if the plug-in only works with stereo files, and the file with the
focus is mono, the plug-in should return false from this function. This allows the host, for instance, to
disable the process button of the user interface.

Important: the plug-in should not initialize anything internally at this stage. All internal initialization and
cleanup required for the process should happen inside offlineRun, and only there.

bool  offinePrepare(VstOffineTask* offine, long count)
The host calls this function so that the plug-in complements the VstOfflineTask structure(s). If everythi
is fine, the function should return true.

Important: the plug-in should not initialize anything internally at this stage. All internal initialization and
cleanup required for the process should happen inside offlineRun, and only there.

bod offineRun(VstOffineTask* offiine, long court)

This function is called by the host once the VstOfflineTask structure(s) is(are) ready. Within this functi
the plug-in does its audio processing and calls offlineRead and offlineWrite at will. If any error is detec
during this procedure, the function should return false.

Important: all internal initialization and cleanup required for the process should happen inside offlineR
and only there. E.g. if the plug-in should allocate some memory, this should be done inside this functic
(as well as the deallocation).

bool  offineStart(VstAudioFie* pir, long numAudioFles, g numNewAudioFies)
When the function offlineNotify is called, the plug-in might decide to start a process. For this purpose,
plug-in has to decide which file(s) to process, and also if some new file(s) should be created.

By setting the member flag of each VstAudioFile structure, the plug-in instructs the host about which
file(s) should be processed. In many cases, only the first VstAudioFile element (the focused file) is
concerned.

The parameter numAudioFiles is simply the one passed from offlineNotify.

The parameter numNewAudioFiles is the number of files that the plug-in want to create.

E.qg. if the plug-in selects one file from the VstAudioFile array and sets the value of numNewAudioFile:
to 1, the host will create two VstOfflineTask structures. By convention, all VstOfflineTask structures
corresponding to new files are placed by the host at the end of the array passed to offlineRun (ie, the
of the array corresponds to already existing files).

It is not allowed for a plug-in to call offlineStart if the plug-in is not itself called with offlineNotify. This
is to ensure a synchronous protocol with the host. If the plug-in would call offlineStart asynchronously
maybe the VstAudioFile structures would not be valid anymore at that time, resulting in an undefined
behaviour.

bod offineRead(VstOfiineTask* offine, VstOffineOption opt ion, bool readSource = tue)
This function is called by the plug-in to read data. See enum VstOfflineOption to see what kind of data
can be read, apart audio samples.



About the parameter readSource:

As already seen, a single VstOfflineTask structure can be used both to read an existing file, and to
overwrite it. Moreover, the offline specification states that it is possible, at any time, to read both the
original samples and the new ones (the "overwritten" samples). This is the reason for the readSource
parameter: set it to true to read the original samples and to false to read the recently written samples.

bod offineWrite(VstOffineTask* dffine, VstOffineOption option)
This function is called by the plug-in to write data. See enum VstOfflineOption to see what kind of date
can be written, apart audio samples.
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What’s New in VST 2.0 - Reference Section
Surround Sound Support

The VST 2.0 specification provides structure and methods for hosts and plug-ins to communicate
their surround sound capabilities.

In order to realize surround processing, some means of definitions are required to describe the
target listening environment. In VST this is accomplished thru VstSpeakerProperties:

siuct  VstSpeakerProperties

{ I units:  range: except
foat azimuth;, /rad -PL.PI 10f for LFE channel
float elevation; /rad  -Pl2..PIR2 10f for LFE channel
float radius;  / meter Of for LFE channel
float reserved;  /Q
char namele4], / foorew  setups, new names should be given (UR/C.. wont do)
char futuref32];
)
Inote: the oign for azimuth & right (esby math conventions dealing wih  radians);
Ilthe elevation origin s as0 right, Visualizing a rotation of a dirdle across the
i axis ofthe horizontal cirde. thus, an elevation of il2 comesponds
o botiom, anda speaker sanding onthe keft, and ‘beaming’ upwards would have
flan azmuth of 4, and an elevation of pi2.
or user interface representation, gads aemoe likely b beused, and the

longins wil  obviously 'shift accordingly.
shudt  VstSpeakerAmrangement

{
foat fleGain;  / LFE channdl gank  adusted  [dB] higher than other channels
long numChannels;  / number of channels n this  speaker amangement
VstSpeakerProperties speakers(g]; / variable

¥

Finally there are methods in the AudioEffectX class that allows the host to inquire what the plug-in
is capable of.

virtual bod getSpeakerArrangement (VstSpeakerArrangement* plugHninpui,
VstSpeakerArrangement* plugHnOutpu);

vitual bod setSpeakerAmangement (VstSpeakerArrangement* plugHninput,
VstSpeakerArangement* plugHnOutput) {retum fase}



Host & Plug-in Communication

This documentation is primarily concerned with the implementation of the plug-in side of the VST
interfaces. More details about hosting VST Plug-ins will be available in another SDK.

The hosting application will gather all available plugs from the registry, or dedicated folder. Important

information about the properties of VST plug-ins may be stored externally, depending on the platform
(registry, resource file etc).

Communication between a VST plug-in and the host is based around two 'C' header files. These are
aeffectx.h (representing version SDK 2.0 features), which includes AEffect.h (version SDK 1.0).

AEffect.h has been left unchanged so to guarantee version 1 compatibility.

“WstEffectObject Host (hot included)
- AEffect.h (v 1.0)
L*interface aeffectx.h (v 2.0)
AudinEffect.hpp iv 1.0}
AudinEffecty |AudioEffect audioeffectx b (v 2.0)

When developing an application which hosts VST plug-ins, you will have to implement the callback
passed as an argument to the plug's main function, and implement as many of the audioMasterxX
selectors as possible. The header files provide detailed information about the parameter usage.
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Steinberg Products supporting VST 2.0

Please Note, this information will be probably be outdated by the time you read this becguse of
the number of people eagerly waiting for this SDK. We definitely recommend joining the VST
Plug-Ins mailing list for up-to-date information about who is supporting the VST2.0 interface,
the products already available for VST 2.0 and share the experiences other vendors have when
implementing VST 2.0 Plug-Ins and VST 2.0 Host software.

Join up by sending email {dajordomo@steinberg.net

with either of the following messages in the BODY of the email message:
subscribe vst-plugins

subscribe vst-plugins-digest

Current VST2.0 compatible Programs from Steinberg.

As this document was being prepared (June 1999) the following Steinberg products support parts of
the 2.0 specification:

. Cubase 3.7 for Windows

. Cubase 4.1 for Apple Macintosh

. Wavelab 3.0 for Windows

VST 2.0 Support in Cubase 3.7 Windows and Cubase 4.1 Mac
Cubase 3.7 Windows and Cubase 4.1 Mac support the same set of functionality:

. Vst Instruments will receive MIDI channel data*
. Cubase will receive and record MIDI channel data from any plug-in*
. Cubase will provide full VstTime info*

Notes: Specific to Cubase 3.7 Windows and Cubase 4.1 ta
The Cubase host will be able to send MIDI events with the valid status bytes of 0x80 through to OxEF to a plug-in.

Additionally a VST 2.0 Plug-in will we able to send MIDI data to the Host application with the
sendVstEventsToHost()

When VstTime information is passed from the Cubase Host to a plug-in please note that the nanoSeconds field is
not aligned to the samplePos, but rather the current system time when getTimelnfo() was issued. You should jnot use
this field other than for approximate calculations. ppgPos, tempo, cycleStartPos, cycleEndPos, smpteOffset, and
smpteFrameRate are always valid regardless of the request mask. samplePos will follow cycle mode when cycle is
activated (that is, it will jump backwards when the right locator is passed).

Cubase 4.0 Windows may have additional vst 2.0 support when released.
Wavelab 3.0 for Windows supports the Vst Offline interface.
And obviously, many of our (and other vendor's) plug-ins will support 2.0 functionality.
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Licensing issues & Trademark Usage
Steinberg VST Plug-ins SDK Licensing Agreement

The Steinberg VST Plug-in Software Development Kit can be used freely subject to certain
licensing conditions by anyone interested in developing Plug-ins, or to extend an application so that
it's capable of hosting VST Plug-Ins. When you chose to receive the VST Plug-in SDK you
declared yourself to be in agreement with the Licensing conditions.

These notes don’t replace the licensing agreement in any wdut quickly explain what you can
and cannot do with the Steinberg VST Plug-in Software Development Kit.

The License:

* is not time limited.

* is subject to the laws of the Federal Republic of Germany only.

* & its remaining conditions remain valid even if one of the conditions become invalid.

This SDK:
* is created with the sole aim that you can create or host VST Plug-ins.
* is offered ‘AS IS’ and we make no claims about how suitable it is for your application.

Steinberg:

» still holds the copyright for VST Plug-in specification.

* are not responsible for anything that happens because you chose to use the VST Plug-In Interface.
» cannot be held liable if your use of the VST Plug-In Interfaces causes damage or loss to anyone.

* may release improved versions of the Licensed Software Developer Kit

» offer no commitment that updates will occur at anytime or for anybody.

» are not aware of VST Plug-in technology infringing the intellectual copyright of anyone else,

» cannot accept any responsibility for any claims made against you.

You cannot:

» transfer your License to anyone

* license the information contained in this SDK to anyone else.

» sell the information contained in this SDK to anyone.

* re-work or otherwise pass this technology off as your own.

* give it away or in any other way distribute it, or cause it to be become distributed.

* use the VST logo or other marks on promotional merchandise. So no VST t-shirts or baseball caps.
* claim to be a partner of Steinberg or be acting on our behalf.

* make any statements on Steinberg’s behalf.



You should not:

* bring the VST technology into disrepute, or damage its reputation in any way.

» use VST technology in connection with products that are obscene, pornographic .

» use VST technology in connection with products that are excessively violent, or in poor taste.
* break the rules of the license, or we have the right terminate the License immediately.

You have to:

* include references to Steinberg’s copyrights and trademarks in a product that uses this SDK.

» ensure “VST is a trademark of Steinberg Soft- und Hardware GmbH” appears on any packaging
* place the VST Logo on packages and promotional material. We provide the artwork.

 add our copyright notice to your about box. “VST Plug-In Technology by Steinberg.”

» agree that we hold your details on file for our internal purposes.

* inform Steinberg immediately if any one makes a claim against you in regard to VST-Plug-ins.

» make sure the end-publisher of your work is also a VST license holder.

You can:

» make vst plug-ins or vst-host applications and distribute them worldwide.

* release products without having to pay to use the VST Plug-in Interface technology
* use VST technology in demo-versions of your products.

Please read the License Agreement!
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Thanks too, to Philippe Goutier who provided the VST Offline Interface.

And to Jens Osbahr from Spectral Design who provided the VST Surround Interfaces.
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There were many more people involved in the creation of this interface, not all of whom can be mentic
here. We extend our thanks not just to the Steinberg Staff and Associates that contributed but also to
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Charlie Steinberg 1999



